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Abstract—This paper presents OpenCV2X, the first publicly
available, open-source simulation model of the Third Genera-
tion Partnership Project (3GPP) Release 14 Cellular Vehicle to
Everything (C-V2X) sidelink, which forms the basis for 5G NR
Mode 2 under later releases. This model is fully compliant with
the existing vehicular service and application layers, including
messaging sets as defined by the automotive and standards
communities providing a fully standardised, cross-layer com-
munication model. Using this model, we show how the current
sidelink scheduling mechanism performs poorly when scheduling
applications with highly aperiodic communication characteristics,
such as ETSI Cooperative Awareness Messages (CAMs). We
then provide the first indepth evaluation of dedicated per-packet
aperiodic scheduling mechanisms, in contrast to schemes that
parameterise the existing algorithm. This paper highlights that
the level of aperiodicity exhibited by the application model greatly
impacts scheduling performance. Finally, we analyse how such
scheduling mechanisms might co-exist.

Index Terms—Cellular V2X, LTE-V, sidelink, NR-V2X, aperi-
odic, CAM, autonomous resource selection, 4G, 5G, SPS.

I. INTRODUCTION

1 In recent years the 3GPP have specified mobile stan-

dards to support V2X (vehicle to everything) communica-

tions and to compete with the existing wireless standards

based on 802.11p. These standards, known as Release 14 [1]

and Release 15 [2] support vehicle to infrastructure/network

(V2I/V2N) communications via the traditional Uu interface

but also allows for direct communication between vehicles

(V2V) via the PC5 sidelink interface. The radio resources

necessary to facilitate V2V communications can be selected

and managed by the cellular network (Mode 3) or selected

autonomously by the vehicles (Mode 4) using the distributed

scheduling algorithm, Sensing Based Semi-Persistent Schedul-

ing (SB-SPS). The specification in Rel. 14 and Rel. 15 has

acted as a pre-cursor for the C-V2X New Radio (NR) specifi-

cation in 3GPP Release 16 [3] with Mode 4 forming the basis

for NR V2X Mode 2. There is no difference in their resource

scheduling mechanism although Rel. 16 acknowledges the

1This work has been submitted to the IEEE for possible publication.
Copyright may be transferred without notice, after which this version may
no longer be accessible.

need for prioritisation mechanisms for aperiodic application

traffic to be specified.

The original focus of the 3GPP Rel. 14 standard was on traf-

fic safety and efficiency applications with the assumption that

CAMs would be shared periodically between vehicles. This

assumption does not typically hold true as ETSI messaging

generation rules [4] specify CAM transmission based on vehi-

cle dynamics. Furthermore, the 3GPP have also specified en-

hanced V2X (eV2X) applications for connected and automated

vehicles including platooning, extended sensors, advanced and

remote driving that will need to support aperiodic application

traffic patterns.

However, the transmission of aperiodic application traffic

has a large impact on the operation of the SB-SPS MAC

scheduling mechanism and was designed with periodicity

in mind, thereby enabling accurate prediction of free radio

resources. As such an open research challenge is to fully

understand the cause of SB-SPS performance degradation

when dealing with aperiodic application traffic and to redesign

the C-V2X MAC radio resourcing algorithm to provide better

support, either by modifying parameters within the existing

SB-SPS algorithm or by implementing a separate prioritisation

scheme, as identified by Rel 16 (or a combination thereof).

As such, this study describes an open source system level

simulator available to the vehicular communications commu-

nity to deepen knowledge surrounding C-V2X performance.

We further perform an in-depth study to determine the pre-

cise conditions under which SB-SPS exhibits significant per-

formance degradation when supporting aperiodic application

traffic across a variety of vehicular densities and application

models. We observe that frequent grant breaks leads to inef-

ficient use of radio resources and ultimately increased packet

collisions.

Uniquely, this paper present the first study in literature

of the performance of dedicated the aperiodic prioritisation

mechanisms for C-V2X and demonstrate that the level of

aperiodicity i.e. packet inter-arrival rate, plays a significant

role in the impact on SB-SPS performance. Specifically we

consider applications models as specified by ETSI and 3GPP.

http://arxiv.org/abs/2103.13212v1


We find that application models with highly aperiodic char-

acteristics need a dedicated prioritisation mechanism, whereas

those that exhibit lower variation in packet inter-arrival rates

can be accommodated by parameterisation within the existing

SB-SPS algorithm.

The main contributions of this paper are:

• A full stack, open source simulator of the C-V2X sidelink

from the application layer right through the PHY layer

that is fully compliant with ETSI messaging sets and

European communication standards. The validated model

is available at 2.

• An indepth study of the behaviour of the SB-SPS al-

gorithm when faced with aperiodic application traffic

characteristics of variable packet inter-arrival rates.

• An evaluation of the effectiveness of candidate scheduling

mechanisms for aperiodic traffic, as suggested by 3GPP

Rel. 16, in order to gain deeper insight into how aperiodic

application traffic, characteristic of future e-V2X 5G NR

applications, can be better supported.

• A study of how dedicated aperiodic scheduling mecha-

nisms co-exist with default SB-SPS for mixed application

models.

The remainder of the paper is organised as follows. Section

II describes the related literature with Section III describing

the operation of the PHY layer and the SB-SPS MAC layer

algorithm of Rel. 14 (Mode 4), which is the basis for Rel.

16 (Mode 2). The devised model is described in Section

IV, with key implementation details outlined. Section V val-

idates the simulation model against an analytical model to

verify correct operation of OpenCV2X. Section VI provides

a detailed simulation study of the challenges in supporting

aperiodic application traffic, using the default SB-SPS resource

scheduling mechanism for ETSI and 3GPP application models.

Section VII evaluates mechanisms to support aperiodic traffic,

specifically those designed to operate within the existing SB-

SPS algorithm, and those designed exclusively to support

aperiodic traffic. The implications of these algorithms for

mixed application models is also considered. Finally sections

VIII and IX summarise the main findings and implications of

this study and conclude the paper.

II. RELATED LITERATURE

A. Simulation Models

Existing models can be categorised as system level simula-

tors or analytical models such as [5], [6], that are often MatLab

based and only characterise the link level thereby limiting

investigation. OpenCV2X has been fully validated against [5]

to ensure correctness of the model. Existing research published

in [7], [8] use custom system level simulators but these are not

available to the wider vehicular communications community

limiting reproducibility. To the best of the authors knowledge,

there exists only 2 system level simulators [9], [10], intended

for contribution to the wider research community. [9] is an

open source, publicly available C-V2X mode 4 model built

2http://www.cs.ucc.ie/cv2x/

on the NS-3 simulator. In contrast to OpenCV2X, it does not

support non-IP vehicular applications with the existing cellular

stack, nor does it integrate with standardised automotive appli-

cation and facilities layers to provide a fully compliant cross

layer simulator. Artery-C [10] is a recent addition, from the

developers of Artery [11]. This is the closest simulation model

to OpenCV2X in that it builds on the OMNeT++ simulator

as well as the Artery and SimuLTE frameworks. Artery-

C integrates with the ETSI application & facilities layers,

supports non IP based V2X applications and the autonomous

sidelink. However at the time of writing this paper, Artery-C is

not currently available as open source to the wider vehicular

communications community, although the authors state that

there are plans to do so.

B. Characterisation of SB-SPS Performance for Aperiodic

Traffic

This paper uses OpenCV2X to perform an indepth study on

the limitations of the default SB-SPS algorithm in supporting

application traffic with aperiodic characteristics and assesses

mechanisms to overcome these limitations. Past studies have

stated that SB-SPS has been designed to better facilitate peri-

odic traffic [5], [12]. However these studies have not provided

indepth discussion on causation of declined performance nor

quantified the diminished performance. Three papers have

taken some steps towards studying this performance decline.

Recently, Romeo et. al [13] consider aperiodic traffic in the

form of Decentralized Environmental Notification Messages

(DENMs) which are sent aperiodically to alert vehicles of

hazardous road conditions. The authors examine the impact of

tuning SB-SPS parameters to support aperiodic packets e.g. by

reducing sensing windows, selection windows and selection

probability (RSel) when providing CSRs to the MAC layer.

One off single DENM packets are considered as opposed

to a traffic pattern/model with aperiodic arrival rates. Their

main finding is that when reducing the selection window to

meet the lower latency requirements of DENMs, the PDR

(Packet Delivery Rate) can be impacted. To address this, the

authors reduce RSel to 10% and 5% which provides some

improvement with the caveat of increasing collisions at close

distances in denser scenarios. Additionally the authors explore

different SB-SPS parameters to explicitly support DENM

repetitions [14], with repetition packets sent at periodic 100ms

intervals. Two approaches are considered; the first schedules

the DENM + repetitions as per default SB-SPS (albeit with a

reduced sensing window of 100ms); the second uses the keep

probability parameter (probResourceKeep = 0) to schedule a

new resource for every packet, based on the sensing window

i.e. creating a single one time ’grant’. This decreases the

likelihood of two or more Vehicular UEs (VUEs) arbitrarily

choosing the same resource, with the subsequent collision

being maintained for the duration of the grant and as such

increases the likelihood of successful receipt of the DENM.

This work only considers periodic CAM transmissions and

does not consider aperiodic ETSI CAMs in conjunction with

DENMs.

http://www.cs.ucc.ie/cv2x/


Lastly, Molina-Masegosa et. al [15] conducted a study

contrasting C-V2X Mode 4 with 802.11p for periodic and

aperiodic application models, as well as variable packet sizes.

We believe that Molina et. al and this paper are the only studies

of ETSI CAMs performance with C-V2X. They further study

adapting the resource reservation interval by balancing re-

selections against occurrences of wasted resources using three

strategies. However they assume that grant breaking is disabled

and do not compare against a grant breaking mechanism as

addressed in this paper. Notably the authors suggest that the

SB-SPS mechanism is fundamentally counter-productive for

aperiodic traffic and highlight that further dedicated schemes

are required.

C. Prioritisation Mechanisms for Aperiodic Traffic

Notably of the identified studies, none investigate priori-

tisation mechanisms for aperiodic traffic, which has been

identified as necessary for 5G NR V2X in Release 16 and 17.

Such an investigation is vital to understanding which features

will best support future vehicular applications, and as such

should be adopted by future standards and addressed in the

literature. Such a study is currently absent from literature,

but this paper takes steps to address this. When identifying

candidate mechanisms, Rel. 16 refers to a number of industry

led proposals, including Listen Before Talk by Qualcomm

[16], a counter-based mechanism by LG [17] and short-term

reservations (STR) by Ericsson [18]. These proposals, in turn

cite a report by Intel examining reduced sensing windows

& removal of RSSI filtering [19]. This paper is the first to

evaluate their performance in literature.

III. OPERATION OF THE C-V2X SIDELINK

C-V2X Mode 4 introduces modifications to the PHY and

MAC layers of the LTE sidelink to support V2X communica-

tions. The PHY layer is designed to improve the performance

of LTE under high mobility conditions. At the MAC layer,

a new scheduling mechanism (SB-SPS) is implemented to

allow vehicles to select resources autonomously. The following

sections describe the most important aspects of the PHY and

MAC layers of C-V2X Mode 4.

A. C-V2X Physical Layer

The PHY layer of C-V2X implements Single-Carrier Fre-

quency Division Multiple Access (SC-FDMA). In the time

domain, resources are organized into subframes of 1 ms, which

are further grouped into frames of 10 ms. Each subframe

contains 14 SC-FDMA symbols, 4 symbols are used for

demodulation reference signals (DMRS), 1 symbol for Tx-

Rx switching, and the remaining 9 symbols are left for data

transmissions.

In the frequency domain, the channel is divided into subcar-

riers of 15 kHz. These subcarriers are grouped into Resource

Blocks (RBs), with each RB containing 12 subcarriers and

spanning over 1 subframe. Unlike the conventional resource

structure of LTE, C-V2X groups RBs into subchannels. The

number of RBs per subchannel and the number of subchannels

are configurable but limited by the allocated bandwidth, which

can be of 10 or 20 MHz.

Two physical channels exist; the Physical Sidelink Shared

Channel (PSSCH) and Physical Sidelink Control Channel

(PSCCH). The PSSCH transmits the RBs carrying data, also

known as Transport Blocks (TBs). The PSCCH carries the

Sidelink Control Information (SCI), which is critical for

scheduling and decoding. The SCI contains information such

as the Modulation and Coding Scheme (MCS) used to transmit

the packet, the frequency resource location of the transmission,

and other scheduling information.

The PSCCH and PSSCH can be transmitted using adjacent

or non-adjacent schemes. In the adjacent scheme, the PSCCH

and PSSCH are transmitted in contiguous RBs. Differently,

in the non-adjacent scheme, the PSCCH and PSSCH are

transmitted in different RBs pools. In terms of occupancy, the

PSCCH requires 2 RBs, while the number of RBs required

by the PSSCH is variable and depends on the size of the

TB. It is worth noting that the PSSCH and PSCCH are

always transmitted in the same subframe independently of the

transmission scheme.

B. C-V2X Medium Access Control Layer

At the MAC layer, C-V2X implements SB-SPS, dubbed

Mode 4, to allow vehicles to select resources autonomously.

The process starts with the reception of a packet from the up-

per layers. Upon reception, the MAC layer creates a scheduling

grant containing the number of subchannels, the number of

recurrent transmissions for which the subchannels will be

reserved, and the periodicity between transmissions. If a grant

has already been created at the time a packet is received

from the upper layers, the transmission is scheduled using the

existing grant. The number of subchannels is pre-configured

and depends on the application requirements. The number of

recurrent transmissions is defined by the Resource Reselection

Counter (RRC), which is set by randomly selecting an integer

value between 5 and 15. Finally, the periodicity between

transmissions is defined by the Resource Reservation Interval

(RRI), whose value is set by upper layers.

The grant is then passed to the PHY layer, which generates

a list of all the subchannels meeting the grant specifications.

These subchannels are known as Candidate Single-Subframe

Resources (CSRs) and consist of one or multiple subchannels

in the same subframe. The list contains all the CSRs within

a selection window comprising the period between the time

the packet is received from the upper layers and the maximum

allowed latency defined by the RRI.

The list is then filtered using the information in the SCIs

received during a sensing window comprised of the last 1000

subframes. Based on this information, CSRs are excluded

if the SCI indicates the CSR will be reserved during the

upcoming selection window and if the average PSSCH Ref-

erence Signal Received Power (RSRP) of the CSR exceeds

a predefined threshold. After excluding all CSRs that meet

these two conditions, at least 20% of all the CSRs should

remain available. If this is not the case, the process is repeated



by increasing the RSRP threshold by 3dB. Finally, the PHY

selects the 20% of CSRs with the lowest Sidelink Reference

Signal Strength Indicator (RSSI) averaged over the sensing

window. This ensures the CSRs with the lowest levels of

interference are considered for selection.

The remaining CSRs are passed to the MAC layer, where a

single CSR is selected at random to reduce the probability of

multiple vehicles choosing the same CSR. The CSR is selected

for a number of recurrent transmissions defined by the RRC,

whose value is decreased by one after each transmission. When

the RRC value reaches zero, each vehicle can maintain the

same reservation with probability P or generate a new grant

and restart the selection process. The value of P is configured

previously and can take any value between [0,0.8].

IV. MODEL IMPLEMENTATION

The implemented model is open-source and enables the

vehicular communications research community to evaluate the

performance of their hypotheses, using an end-to-end full-

stack approach, thereby stimulating further research on this

topic. It further allows for full reproducibility of the discussed

results. In the following sections, we describe the model

architecture as well as the main implementation aspects of

the PHY and MAC layers of C-V2X Mode 4.

A. OpenCV2X Model architecture

Fig. 1 highlights the OpenCV2X stack. It can be seen

that OpenCV2X models the full cellular stack from appli-

cation layer right through the radio for the VUE in Mode

4. In the proposed architecture, upper layers can leverage

either the INET or Artery [11] frameworks. The protocol

stack of INET can be readily integrated in Omnet++ with

a generic application on top of it. Of most relevance to this

work, Artery provides the implementation of the ETSI ITS-

G5 protocol stack. This enables simulation of applications

such as CAMs and DENMs, as well the GeoNetworking

and Basic Transport Protocol (BTP) protocols. Importantly,

OpenCV2X was designed such that it is also possible to

use the model in a standalone state, that does not require

Artery or the facilities/application layers if not required, and

instead operates with the Veins network model for integration

with the SUMO road network simulator. This offers users of

OpenCV2X increased flexibility in which vehicular application

they wish to model on top of the C-V2X radio.

For the lower layers, our model extends the SimuLTE

framework [20], which provides a system-level model for

LTE. Recognising that many vehicular applications will not

be IP based, a non-IP interface was added to allow Artery

to communicate with the lower C-V2X layers and SimuLTE.

To model the specifics of the C-V2X Mode 4 operation, we

introduced new MAC and PHY layers. The integration of

Artery and SimuLTE also required the implementation of a

new radio driver and Network Interface Card (NIC). Moreover,

important concepts in SimuLTE, such as the Binder and

Deployer were modified to operate as standalone modules to

allow UEs in the simulation without the need of an eNB. The

Fig. 1: OpenCV2X model architecture.

major new features are shown in Fig. 1 in pink, although some

minor changes were required at other layers for integration.

Interested readers can refer to [21] for further details or visit

the OpenCV2X website 2.

B. OpenCV2X PHY and MAC layers implementation

To model the PHY and MAC layers of C-V2X, two

new classes, LteMacVueMode4 and LtePhyVueMode4, were

introduced. These new classes replace the LteMacUeD2D and

LtePhyUeD2D classes in SimuLTE based on 3GPP Release

12 D2D Proximity-based Services (ProSe) [22]. These new

classes were required to model the specific operation of

the C-V2X mode 4 sidelink, including autonomous resource

allocation.

The MAC layer is implemented in the LteMacVueMode4.

Here, a packet from the RLC layer either triggers the genera-

tion of a new grant or the scheduling of a packet transmission

if a grant has already been allocated. In turn, LtePhyVueMode4

implements the operation of the SB-SPS mechanism, including

the sensing and filtering processes required to select CSRs.

LtePhyVueMode4 also leverages the LteRealisticChan-

nelModel class in SimuLTE to model the transmission channel

in C-V2X. To comply with the simulation guidelines specified

by 3GPP in [1], we modified LteRealisticChannelModel by

implementing the WINNER+ B1 channel model and the

Block Error Rate curves described in [23]. Moreover, we

modified the computation of power levels and implemented

new physical layer parameters, specifically required by C-V2X

mode 4 and defined in the 3GPP release 14 standard. The

following section describes these modifications in detail.

C. OpenCV2X PHY layer extensions

A number of significant changes are necessary in the

SimuLTE PHY layer to support C-V2X sidelink mode 4.

Specifically:

1) PHY layer parameterisation as a consequence of having

power levels distributed across transmitted RBs.



2) Error rate calculation on a per packet basis.

In the current version of the SimuLTE LteRealisticChan-

nelModel, packets are transmitted as groups of RBs and every

RB is allocated the total transmission power. This transmis-

sion model is generally accurate as long as the transmission

bandwidth is maintained fixed during the simulation and all

power ratios are clearly defined. Furthermore, in SimuLTE,

the receiver transmissions are evaluated on an RB basis by

computing the SINR of each RB and mapping the result to

a BLER value. Importantly, all interferers are assumed to use

the total transmission power for each RB and the thermal noise

is set as a function of the total bandwidth.

However, in C-V2X Mode 4 the transmission bandwidth can

be highly variable due to the variety of subchannel configura-

tions, MCS’ and packet sizes. As a result, OpenCV2X imple-

ments a solution where rather than every RB being allocated

the total transmission power, it distributes all power levels i.e.

the transmission power, interference and thermal noise, across

the number of RBs required to transmit each packet. This is

vital to the correct calculation of key C-V2X-specific physical

layer parameters, namely PSSCH-RSRP and S-RSSI since

both parameters depend directly on the number of transmitted

RBs [24]. Additionally, it impacts the correct calculation of

PHY layer measurements such as SINR. It is worth noting that

PSSCH-RSRP and S-RSSI are not implemented in SimuLTE,

since the current version provides a model for network-assisted

D2D communication as specified by the 3GPP release 12

standard [25].

To determine the number of RBs for each packet transmis-

sion, we consider both the selected MCS and the size of the

packet to obtain the TB size from Table 7.1.7.2.1 in [26].

The TB size defines the number of RBs required to transmit

a packet considering the Cyclic Redundancy Check (CRC),

payload and redundancy bits. In addition, since we consider

the case of adjacent PSCCH+PSSCH transmissions, the 2 RBs

needed to transmit the SCI are added to obtain the total number

of RBs to be transmitted. At the receiver, the total received

power (after accounting for pathloss and shadowing) is divided

by the number of transmitted RBs to obtain the received power

per RB. This is then divided by the transmission bandwidth

to obtain the Power Spectral Density (PSD) of each RB. The

PSD is the building block on which key C-V2X PHY layer

measurements such as S-RSSI, PSSCH-RSRP and SINR are

computed.

To compute the PSSCH-RSRP, the PSD of the RB is

multiplied by the bandwidth of each Resource Element (RE).

We assume the PSD to be constant within each RB and,

therefore, the power per RE to be the same for all REs. With

this assumption, the PSSCH-RSRP, defined as the average

power contribution of each RE, is equal to the power per RE.

For the S-RSSI, the received power per SC-FDMA symbol is

obtained. To do this, we consider all power sources, i.e. the

power, interference, and noise per RB. The received power

per SC-FDMA symbol is then computed as the sum of the

total received power per RB multiplied by the total number of

transmitted RBs.

Finally, we compute the SINR of each RB as the ratio

between the received power and the power of the interference

plus the total noise, all on an RB scale. To compute inter-

ference we account for the PSD per RB from all transmitters

using overlapping RBs during an ongoing transmission. By

using the PSD per RB and the number of RBs used by each

interferer, we can accurately compute the interference. The

total noise is also estimated based on the number of transmitted

RBs, by adding the noise figure at the receiver to the thermal

noise. The thermal noise is computed by multiplying the

thermal noise density specified in the LTE standard of -174

dBm/Hz [27] by the number of transmitted RBs and the RB

bandwidth.

The second significant change that OpenCV2X incorporates

relates to the calculation of error rates. OpenCV2X calculates

error rates on a per packet basis in contrast to SimuLTE, where

transmissions are evaluated per RB by computing the SINR

of each RB and mapping the result to a BLER value. As

SimuLTE computes the SINR by assuming that all interferers

use the total transmission power for each RB, and the thermal

noise is set as a function of the total bandwidth. This would

result in incorrect C-V2X PHY calculations. In contrast,

OpenCV2X inputs the mean SINR for the transmitted RBs

into the Mode 4 BLER curves defined in [23] to obtain the

packet error rate using the curve that corresponds to the MCS

of each transmission.

V. OPENCV2X VALIDATION

To validate the OpenCV2X model and perform a detailed

study of the performance of aperiodic application traffic,

OpenCV2X is used in conjunction with SUMO, which acts

as a road network simulator and provides VUE mobility.

The road environment and vehicular densities considered are

summarised in Table I.,and can also be seen in Fig. 2 to

provide a visual comparison of the various densities. Other

key simulation parameters are summarised in Table II.

TABLE I: Vehicular Environment.

Parameter Value

Vehicular density 0.06, 0.09, 0.12, 0.16, 0.2, 0.25 and 0.3 veh/m
Road length 2 km
Number of lanes 3 in each direction (6 in total)
Lane width 4 m
SUMO step-length 1ms

To validate our model implementation, we benchmark

against an analytical LTE-V Mode 4 model made available

by Gonzalez-Martin et. al [5] in Matlab. We examine Mode

4 performance while observing parameters that impact the

communication performance such as vehicular density, trans-

mission power levels and the MCS.

Fig. 3 shows the Packet Delivery Rate (PDR) perfor-

mance of the OpenCV2X simulator (solid lines) when com-

pared to the analytical model (dashed lines). This considers

PTx=20dBm, FTx=10Hz, MCS 7 (QPSK 0.5, 2 subchannels)

and four vehicular densities, β=0.06, 0.12, 0.2 and 0.3 veh/m.



TABLE II: Simulation parameters.

Parameter Value

Channel settings

Carrier frequency 5.9 GHz
Channel bandwidth 10 MHz
Number of subchannels 2
Subchannel size 12 Resource Blocks
Adjacency mode PSCCH-PSCCH Adjacent

Application layer

Packet size 190 Bytes
Transmission frequency (FTx) 10 Hz
Artery Middleware Update Interval 1ms

MAC & PHY layer

Resource keep probability 0
RSRP threshold -126 dBm
RSSI threshold -90 dBm
Propagation model Winner+ B1
MCS 7 (QPSK 0.5)
Transmission power (PTx) 10, 20 and 23 dBm
Noise figure 9 dB
Shadowing variance LOS 3 dB

(a) Density of β=0.06 veh/m.

(b) Density of β=0.12 veh/m.

(c) Density of β=0.2 veh/m.

(d) Density of β=0.3 veh/m.

Fig. 2: Vehicular densities.

The lower vehicular densities were chosen to comply with rec-

ommended 3GPP C-V2X simulation guidelines, specifically

the Highway Fast and Slow scenarios [28], while the higher

density scenarios closely compare with the performance of the

analytical model [5]. The 3GPP Highway scenarios result in a

mean vehicular density of β=0.06 and 0.12 veh/m respectively.

We disregard the first 500 seconds of the simulation to discount

vehicles entering the simulation.

It can be observed in Fig. 3 that the simulated PDR closely

aligns with the analytical model with only a small divergence

in PDR, irrespective of the vehicular density considered. Table

III considers further densities to validate the accuracy of the

simulation model, by examining the mean absolute deviation

in PDR when compared to the analytical estimate. In all cases,

it can be seen that it differs by less than 2%.

To ensure that the simulated and analytical models
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Fig. 3: PDR as a function of the distance between the

transmitter and receiver for varying vehicular densities.

TABLE III: Mean absolute deviation in PDR between

OpenCV2X and the analytical model for varying vehicular

densities.

PTX (dBm) FTX (Hz) β (veh/m) PDR (%)

20 10

0.06 1.20
0.09 1.35
0.12 1.15
0.16 1.21
0.2 1.84

0.25 1.48
0.3 1.07

are considering comparable channel characteristics and

behaviour, we further examine the channel load by measuring

the Channel Busy Ratio (CBR), which is the number of

subchannels sensed as occupied, as well as the causes of

packet loss. In Fig. 4a, we can see that both models consider

comparable channel loads with a mean deviation up to 6%.

It should be noted that the analytical model produces a

single CBR estimate. Occupied subchannels are identified

as those filtered for exceeding the RSRP threshold with a

mean CBR value subsequently estimated for all vehicles

in the simulation. In contrast, OpenCV2X calculates CBR

according to the 3GPP definition [24], with each vehicle

determining the percentage of subchannels in the last 100ms

that have recorded an RSSI greater than a pre-configured

threshold of -90dBm. This, along with minor differences in

the distribution of vehicular density, accounts for the minor

divergence in channel load. In Fig. 4b, we investigate the

causes of packet loss for the β=0.12 scenario. As outlined in

[5], packet loss can be attributed to the following, and for

clarity of comparison we use the same notation:

• Half Duplex Errors, δHD: Vehicles receive a packet on

the same subframe on which they are transmitting and

are thus unable to decode the incoming packet.

• Sensing Errors, δSEN: A received signal does not have

sufficient power to meet the sensing power threshold due

to attenuation caused by path loss and shadowing.



• Propagation Errors, δPRO: A propagation error occurs

when the received power of the transmitted packet is

higher than the sensing power threshold but the Signal

to Noise Ratio (SNR) is insufficient to correctly decode

the packet.

• Packet Collisions, δCOL: Occurs when another vehicle

transmits on the same subframe and subchannel; this

interference impacts reception at the receiver by reducing

the SINR.

Notably, for all cases in Fig. 4b, the models aligned with little

divergence. Similarly in Table IV, the mean absolute deviation

in packet loss errors between the models is considered, for

varying vehicular densities. δHD errors account for only 1% of

all packet loss in both models and incur 0.06% divergence in

such cases. δSEN errors are based on the power of transmission

and the attenuation incurred by the packet due to pathloss.

It is a probability based mechanism which was implemented

to match the analytical model and as such the divergence

is less than 0.1%. Based on the calculated attenuation, the

received packet is only decoded once it exceeds the sensing

power threshold of -90.5dbm. As expected these become the

dominant cause of packet loss at greater distances. δPRO errors

are negligible in the simulation and of those that do occur there

is minimal divergence from the analytical model of less than

0.36% in all cases.

δCOL errors are the other dominant source of packet loss.

These occur more frequently as the distance between the

transmitter and receiver increases, as a result of increased

attenuation. At distances exceeding 400m, these are eclipsed

by sensing errors as the incoming packets do not reach the

sensing power threshold. A marginal divergence of less than

2% was observed for all evaluated scenarios as shown in

Table IV. Divergence is attributed to slightly lower CBR

in OpenCV2X as observed in Fig. 4a, resulting in slightly

less collisions and a minor improvement in PDR. This is

attributable to the vehicular density and mobility. While the

mobility scenarios were parameterised to have a density cor-

responding to the analytical model, the OpenCV2X model

does not have a fixed density and as such it is not completely

uniform. Furthermore we devised these experiments to comply

with the 3GPP Highway road network comprising 6 lanes (3

in each direction) whereas Gonzalez-Martin et. al considered

a 4 lane highway. As such, the density and subsequently the

CBR considered in the analytical model are marginally higher.

TABLE IV: Mean absolute deviation in packet loss attribution

between OpenCV2X and the analytical model for varying

vehicular densities.

PTX (dBm) FTX (Hz) β (veh/m) δHD (%) δSEN (%) δPRO (%) δCOL (%)

20 10

0.06 0.05 0.08 0.36 1.12
0.09 0.05 0.05 0.22 1.20
0.12 0.03 0.04 0.19 0.98
0.16 0.02 0.04 0.16 1.12
0.2 0.02 0.02 0.13 1.80

0.25 0.02 0.02 0.09 1.44
0.3 0.02 0.02 0.07 1.01
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Fig. 4: Channel conditions including (a) CBR & (b) packet

loss attribution.

We next considered the impact of transmission power and

MCS on the PDR as shown in Fig. 5a. Three transmission

powers PTx=10dBm, 20dBm and 23dBm, have been consid-

ered. 10dBm and 23dBm are the minimum and maximum

transmission power limits specified by the 3GPP for C-V2X

sidelink communications with 23dBm used as the default.

20dBm is considered for comparative purposes with [5]. The

ETSI ITS specification [4] includes a minimum transmission

power of 10dBm to alleviate interference with CEN DSRC

tolling systems. For all PTx values, the results are closely

aligned with only negligible differences. As expected for the

lowest value of PTx, the PDR is impacted significantly by

reduced radio range as the distance between the transmitter

and receiver increases.

In Fig. 5b the MCS impact is considered, with MCS 7

(2 subchannels of size 14 RBs) and MCS 9 (4 subchannels

of 12 RBs) evaluated. This assumes a vehicular density

of β=0.12. Minimal divergence between the two models is

observed. Using a higher MCS reduces the resources required

to send a packet and can be a means of reducing channel

congestion thereby improving PDR. The trade off is that such



transmissions are less robust and more prone to loss. As such,

it would be interesting to investigate the potential advantage

of using adaptive MCS’ and subchannel configurations as a

means of C-V2X congestion control.
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Fig. 5: Impact of varying transmission power and the modu-

lation & coding scheme on PDR.

VI. SB-SPS PERFORMANCE FOR APERIODIC TRAFFIC

In this section we investigate how SB-SPS Mode 4 performs

when application traffic follows an aperiodic arrival rate. For

the remainder of the experiments we consider PTx=23dBm,

MCS 6, 3 subchannels of 16RBs each in accordance with

3GPP [1] and four vehicular densities, β=0.06, 0.12, 0.2 and

0.3 veh/m with packet sizes of 190 Bytes. Packet sizes and

latency requirements remain constant throughout all experi-

ments to allow for direct comparison of the application models.

Application traffic is modelled as follows:

• Periodic (Default): Static CAM transmission every

100ms with a default sensing window of 1000ms.

• Aperiodic (3GPP): Application layer packets arrive ev-

ery 50ms + an exponential distribution with a mean of

50ms [29].

• Aperiodic (ETSI): Importantly, previous literature often

assumes a periodic CAM transmission rate. This does not

align with the aperiodic transmission of CAMs according

to the ETSI specification etsi where CAMs are triggered

based on a vehicle’s dynamics i.e. deviation in heading

(>4°), position (>4m) and speed (>0.5m/s) or at 1s

intervals if these conditions are not satisfied.

• Periodic Single Slot Usage: Application traffic is trans-

mitted every 100ms but the SB-SPS grant is deliberately

broken after a single reservation as this represents the

most inefficient use of SB-SPS allocated resources and

can be considered as a worst case scenario.

To characterise the application models, CDFs of the packet

inter-arrival rates are shown in Fig. 6. In the 3GPP model,

close to 100% of the packet inter-arrival times are below

200ms, equivalent to 2 RRIs. The ETSI packet inter-arrival

times are dependent on vehicle dynamics and thus increase

with the vehicular density. This increase in packet inter-arrival

times is important and is discussed in further detail later in this

section.
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(a) Packet inter-arrival rates for 3GPP.
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(b) Packet inter-arrival rates for ETSI.

Fig. 6: CDF of packet inter-arrival rates for aperiodic applica-

tion models.

Fig. 7 compares the PDR performance of these application

models. In all cases it can be seen that the SB-SPS perfor-

mance is compromised when supporting aperiodic traffic or

traffic where the grants are frequently broken. Aperiodic 3GPP

application traffic decreases PDR up to 5% when compared

with periodic traffic, though as the density increases the

performance impact is below 3% at distances up to 200m.

After this point in β=0.2 and 0.3 veh/m there is an increase



in performance of up to 6%. This is attributable to 3GPP

exhibiting a lower mean CBR as shown in Table V, which

is most pronounced at higher densities. Aperiodic ETSI traffic

performs especially poorly. This is particularly notable given

that this represents defined CAM behaviour in accordance

with vehicle dynamics as per the standard. It can further be

observed that in this case PDR performance does not incur

the same sharp decline as others as the density increases. This

is because it exhibits similarly low CBR for all densities,

as shown in Table V. While more vehicles are transmitting

CAMs (125, 250, 400 and 600 vehicles for β=0.06, 0.12,

0.2 and 0.3 veh/m respectively), the CAM transmission rate

decreases as traffic congestion impacts vehicle speed. In our

simulations, the mean packet inter-arrival times increases to

122ms, 250ms, 384ms and 610ms for β=0.06, 0.12, 0.2 and

0.3 veh/m respectively, with ETSI CAMs transmitted less

frequently.

TABLE V: Mean CBR (%) for varying vehicular densities for

periodic and aperiodic application traffic.

β (veh/m) Per. (100ms) Aper. (3GPP) Aper. (ETSI) Single Slot

0.06 26 21 19 21

0.12 44 37 16 36

0.2 67 58 18 49

0.3 83 72 15 56

The degradation in performance for aperiodic traffic can be

attributed to frequent grant breaks, leading to inefficient use

of SB-SPS resources when application layer packets do not

arrive at regular resource reservation intervals. This ultimately

results in an increase in packet collisions.

The increase in unexpected grant breaks leading to subop-

timal grant usage can be observed in Fig. 8. When SB-SPS

allocates resources in a grant, the re-selection counter dictates

the number of reoccurences of said reserved resources i.e. the

number of consecutive RRIs. This is randomly selected based

on transmission rate, so for periodic CAMs a grant is allocated

every 100ms, with the number of reoccurences of the grant

randomly allocated in a [5, 15] resource reselection counter

(RRC) window. As expected, in Fig. 8 periodic application

traffic maintains 100% of the allocated grants. By contrast,

aperiodic 3GPP model uses only 42% of the allocated grants

and the aperiodic ETSI model and single slot perform even

worse using only 10% of their respective grants. This is further

investigated in Table VI which shows the mean grant length

allocated for each application model in accordance with the

RRC window, including standard deviation. Table VI further

shows the mean absolute number of grant transmissions, i.e.

used RRIs before the grant is broken or completed, and

the mean percentage of grants broken. As previously noted

Periodic CAM transmission, results in zero broken grants with

all the grant resources being used. The 3GPP aperiodic model

breaks 87% of the grants, while ETSI grant usage mirrors that

of single slot usage, where a grant is broken after a single

transmission. This represents the worst resource usage, where

100% of the grants are broken and only 1 reservation is used.
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(a) β=0.06 veh/m.
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(b) β=0.12 veh/m.
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(c) β=0.2 veh/m.
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Fig. 7: PDR as a function of distance for periodic and aperiodic

application models.



Fig. 8: Grant usage for different application models, β=0.12

veh/m.

However, despite only a 13% difference in the percentage

of broken grants between the 3GPP model (87%) vs the

ETSI model (100%), the 3GPP model demonstrates better

performance. This is attributable to better use of the reserved

resources before the grant is broken. In Table VI, it can be

seen that the 3GPP model uses a mean of 4.2 of the allocated

resources i.e. RRIs, compared to 1.01 for ETSI. Also the

confidence intervals shown in Fig. 8 and the standard deviation

in Table VI demonstrate that a considerable amount of the

reserved resources are used before the grant is broken. This is

because the mean CAM interarrival time for the 3GPP model

ranges from 92ms to 100ms across all densities compared to

122ms, 250ms, 384ms and 610ms for the respective densities

for the ETSI model (linked to vehicle dynamics).

Fig. 9 shows two scenarios under which a grant can be

maintained. In the first scenario, Packet A is used to represent

the upper time bound between packet transmissions. Packet A

is generated aperiodically at T1 for SB-SPS transmission at

time Tn. Thus if the subsequent packet, Packet X, is generated

at time T2n-1 this would allow for a packet inter-arrival time of

2n-2 without breaking the grant. In the second scenario, Packet

B is used to represent the lowest time bound between packet

transmissions. Packet B is generated aperiodically at Tn-1 for

SB-SPS transmission at time Tn. Thus if Packet X is generated

at time T2n-1 this allows a packet inter-arrival time of n. As

such, if the packet inter-arrival time is n or below, the grant

will always be maintained. While the packet inter-arrival time

is in the range [n, 2n-2], the grant will be maintained if it only

traverses one SB-SPS transmission e.g. Tn. However, if more

than one SB-SPS transmission is traversed, the grant will be

broken. Thus, given these upper and lower time bounds for

the packet inter-arrival rate, 3GPP maintains a rate closer to

100ms and as such maintains the grants for longer. In contrast,

ETSI frequently breaks the grant after one transmission due

to vehicle dynamics impacting it’s packet inter-arrival rates.

The consequence of these grant breaks is an inefficient

use of radio resources. A grant break occurs when there is

no application layer packet, i.e. TB, to send in a scheduled

TABLE VI: SB-SPS Grant Usage, β=0.12 veh/m.

Mean Grant Length Mean Grant Transmissions Broken Grants %

Per. (100ms) 9.87± 3.16 9.87± 3.16 0
Aper. (3GPP) 9.982 ± 3.13 4.20± 3.09 87
Aper. (ETSI) 9.98± 3.16 1.01± 0.24 100
Single Slot 10.02 ± 3.16 1.00± 0.00 100

Fig. 9: Grant maintenance despite the packet inter-arrival rate

exceeding the resource reservation interval n.

resource. Thus the resources associated with the scheduled TB,

i.e. data packet, go unused. If application layer traffic is highly

aperiodic and many grant breaks occur, other vehicles will

not be aware that a reserved resource is going unused. Con-

sequently, when choosing possible candidate single subframe

resources (CSRs) for their own grant reservations, a VUE

will discount the reserved resources from it’s deliberations.

In dense scenarios, this will lead to each vehicle considering

increasingly smaller resource pools, thus increasing the proba-

bility that two or more vehicles choose the same free candidate

resource, i.e. the same subchannel in the same subframe. This

is evident in Fig. 10a where the resource occupancy is shown

for each application model. Resources are classed as follows:

• Free: Not used by any VUE.

• Occupied: Reserved by a VUE as part of an SB-SPS

grant and used to transmit the SCI and TB.

• Reserved but unused: Reserved by a VUE as part of an

SB-SPS grant but unused as there is no TB available.

Fig. 10a shows that for periodic CAMs and a density

β=0.12 veh/m, 82% of the available radio resources are used

with 18% deemed free. As the 3GPP aperiodic model breaks

87% of the grants and uses a mean of 42% of each grant,

14% of the resources are classed as reserved but unused, i.e.

could have been taken but go unused because other vehicles

mistakenly believe they’re already in use. In the case of the

ETSI model the behaviour is different because of the lower

CBR, attributable to reduced CAM transmissions based on

vehicle dynamics. However, it is still important to observe

that the reserved but unused resources exceed those marked

as occupied, indicating that resources are mistakenly avoided,

even for a low network load. This is further highlighted for the

resource occupancy of the worst case model, single slot usage.

It should be noted that when calculating resource occupancy,

deafness due to distance between vehicles can lead to the

same resource being recorded as occupied more than once.

This would account for more radio resources than exist in

the system and as such we record the resource only once. A



resource is recorded as reserved but unused if no TB is sent

on it, except in the case where a resource is occupied by 2+

vehicles, where it is recorded just once as occupied.

Ultimately, these frequent grant breaks and inefficient use

of resources, coupled with increased vehicle density, leads to a

rise in collisions, as VUEs compete for an increasingly small

CSR pool, decreasing the overall delivery rate. This is is shown

in Fig. 10b.

(a) Resource occupancy.

0 50 100 150 200 250 300 350 400 450 500
Distance (m)

0
10
20
30
40
50
60
70
80
90

100

Pa
ck
et
 L
os

s -
 C
ol
lis
io
ns

 %

δCOL: Aperiodic (3GPP)
δCOL: Aperiodic (ETSI)
δCOL: Periodic (100ms)
δCOL: Periodic (Single Slot)

(b) Packet loss due to collisions.

Fig. 10: Resource Occupancy & Packet Collisions for periodic

and aperiodic application models, β=0.12 v/m.

VII. RADIO RESOURCE ALLOCATION FOR APERIODIC

TRAFFIC

We next evaluate how alternative radio resource allocation

mechanisms can potentially improve the performance of ape-

riodic application traffic. This is an open research question

and as such the 3GPP does not specify the exact mechanism

to be used. The 3GPP Rel. 16 study on NR V2X provides a

compilation of proposed approaches [30], however, to the best

of our knowledge, a thorough analysis and comparison of the

performance of said approaches is absent from literature. We

classify the proposed approaches as those that will work within

the confines of the existing SB-SPS mechanism versus those

that propose an entirely separate scheduling mechanism for

aperiodic application traffic.

A. Aperiodic Scheduling Mechanisms operating within the

existing SB-SPS:

Some of the proposed scheduling mechanisms to support

aperiodic traffic still operate within the currently defined SB-

SPS mechanism, but modify particular parameters or disregard

particular aspects of the scheduling mechanism to improve its

performance. The following mechanisms are evaluated:

• SB-SPS with a reduced sensing window (labeled SW):

The premise of a reduced sensing window is that past

reserved sources are not a relevant predictor for the

selection of future resources due to the aperiodic packet

arrival rate. This resource allocation mechanism was

briefly evaluated in [13], proposed by Bazzi et. al for

CAMs in [31] and suggested for DENMs in [30]. In

this evaluation we consider shorter sensing windows of

Ts=500ms, 200ms and 100ms. This is still considered a

long term sensing mechanism.

• SB-SPS with no RSSI filtering (labeled no RSSI)[32]:

It is suggested to remove the RSSI filtering stage which

typically filters the best 20% of CSRs ranked by RSSI.

This increases the number of CSRs reported to the MAC

for potential selection, reducing the potential for colli-

sions due to multiple VUEs selecting the same resource

[32]. This mechanism can also be classed as a long term

sensing.

• Disabled Grant Breaking: Grants are generated omitting

the sl-ReselectAfter parameter, such that the grant will

always be maintained despite missed transmissions. This

approach is assumed by Molina-Masegosa et. al [15] but

is not compared to a grant breaking scenario.

• Random Scheduling: Resources are chosen at random

each time a TB is to be transmitted. On packet arrival

a single subchannel is selected at random from the

subsequent 100 subframes. This is considered the baseline

resource allocation mechanism.

Fig. 11 shows the performance of these schemes for the

3GPP and ETSI application models, excluding the disabled

grant breaking option which is explored separately. In the

case of 3GPP, both removing RSSI filtering and reducing

the sensing window results in improved PDR (or comparable

performance in the case of a sensing window of 500ms) with

all scenarios outperforming the base case of random resource

selection. This is because in aperiodic scenarios, historical

RSSI filtering which is based on averaging all previous trans-

missions on the available resources, leads to an inaccurate

prediction of how future resources will be utilised. Therefore

removing RSSI filtering also increases the randomness of

possible CSRs as this stage typically reports only 20% of

possible CSRs, based on lowest RSSI. Removing this filter

means that only those packets which are deemed reserved by

the RSRP filtering stage will be excluded. In this case, while

the proposed CSRs can still be inaccurate as a grant break

may have occurred, it is unlikely to cause large amounts of

resources to be removed from the CSR pool in lower density

scenarios, thus increasing choice. An even larger improvement
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(a) 3GPP application model.
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(b) ETSI application model.

Fig. 11: SB-SPS performance for reduced Sensing Window

(SW) duration and removed RSSI filtering for β=0.12 v/m.

in performance is shown in the case of the ETSI model (up

to a maximum of 14%), attributable to much lower CBR

and clearly showing that the current operation of the SB-SPS

mechanism cannot properly deal with aperiodic traffic patterns.

Reducing the sensing window (SW) duration also shows

some improvement for both application models, with a max-

imum gain of 11% and 9% for the 3GPP model, and 12%

and 8% for the ETSI model for the sensing windows of

100ms and 200ms respectively. In this case the performance

is improved by minimising the impact of RSSI filtering on

the selection of possible CSRs, with only the most relevant

information maintained for the RSRP and RSSI filtering

stages. Notably, a sensing window duration of 500ms performs

significantly worse than the default 1000ms for the ETSI

model and is comparable for the 3GPP model. This highlights

a deficiency in using a reduced sensing window as a means

of accommodating highly aperiodic traffic, as it needs to be

heavily parameterised depending on the characteristics of the

application model and density of recorded RSSI values. As

500ms is higher than the lower duration sensing windows, it

performs additional, filtering based on RSSI, thereby reducing

the number of potential CSRs reported to the MAC layer.

By continuation the default 1000ms sensing window should

perform worse again. However, this is not the case as there

is increased diversity in the CSR selection reported to the

MAC by each VUE for 1000ms. For example, for a sensing

window of 500ms, the best 20% of the possible resources may

not have recorded values of RSSI and as such are reported

directly to the MAC. This results in less diversity in the CSR

selection across multiple VUEs and hence increased likelihood

of collisions due to choosing the same resource. However for

a 1000ms sensing window, only 10% of resources have no

recorded RSSI values with the remaining 10% chosen based

on the sensed RSSI values, leading to greater diversity in the

CSR selection across multiple VUEs. However by far the most

interesting observation for the ETSI application model, which

demonstrates highly aperiodic characteristics, is that while

reducing the sensing window and removing RSSI filtering

does offer performance improvements, the best performance

is achieved by simply randomly allocating the resources.

This forms a baseline against which to compare the resource

allocation mechanisms evaluated in the next section.

Fig. 12 explores the performance of SB-SPS with aperiodic

traffic when grant breaking is ignored i.e. the sl-reselectAfter

parameter is disabled. Maintaining the grant is the default

behaviour for the SB-SPS algorithm. Fig. 12a shows the

performance of the 3GPP application model with and without

grant breaking, where an average PDR increase of 3% is

achieved when grant breaking is disabled. This increase is

attributable to a reduction in collisions due to reduced resource

rescheduling. In the case of ETSI, as seen in Fig. 12b, the

performance increases dramatically, with PDR improvements

of up to 20%. This even out performs periodic traffic due to

much lower CBR. Notably, the improvement in performance

across both application models derived from disabling grant

breaking, comes at a cost. In both cases, the models still

have reserved but unused resources. The 3GPP model has

13% reserved yet unused resources as shown in Fig. 12c,

which is comparable with a grant breaking scenario. However,

the impact is significant in the case of ETSI, where there is

an increase of 7% in the unused resources when introducing

disabled grant breaking. There is also an additional source of

error, as discussed by Harri et al [33] when unintentional colli-

sions are introduced. This occurs when a slot goes unused yet

the grant is maintained. As an SCI goes unsent neighbouring

VUEs may mistakenly believe the resources to be free.

B. Scheduling Mechanisms Designed Specifically for Aperi-

odic Traffic:

Other scheduling mechanisms have been proposed to specif-

ically support aperiodic traffic and do not work within the ex-

isting SB-SPS mechanism. However most could be integrated

as a complimentary scheduling mechanism. The mechanisms

evaluated are:
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(c) Resource Occupancy.

Fig. 12: SB-SPS performance without grant breaking, β=0.12

v/m.

• Short-term reservations (labeled STR) [18]: Proposed

by Ericsson, short-term reservations also referred to as

short term sensing, makes use of two selection win-

dows between T1-T2 and T2-T3 as shown in Fig. 13a.

It works by sending a reservation signal in the first

selection window, at Tres1 to reserve resources in the

second selection window on which to transmit the SCI

and TB pair (Tn). In this mechanism, the resource on

which to send the reservation signal is chosen randomly,

discounting resources reserved for SCI and TB pairs.

Until the reservation signal is sent, the VUE continues

to listen in case the reservation slot becomes reserved

by another VUE e.g. Tres2. At the time of sending the

reservation signal, a future free resource is selected if

it has not already been reserved in T2-T3. This reduces

contention for the transmission of SCI and TB pairs.

• Counter Based Mechanism [17]: This approach makes

use of a simple counter to increase the randomness of the

resource selection process as shown in Fig. 13b. Upon re-

ceiving an application layer packet, a counter is randomly

selected between {1, 40}. In each subframe, the counter is

decremented by the number of free subchannels. Once the

counter reaches 0, a free subchannel is chosen at random

in the next available subframe where the SCI and TB pair

will be transmitted.

• Random Scheduling: As per the previous section, re-

sources are chosen at random from the subsequent 100

subframes.

(a) Short-term reservation Mechanism.

(b) Counter Based Mechanism.

Fig. 13: Scheduling mechanisms for aperiodic traffic.

Fig. 14a shows that the short-term reservation and the

counter based mechanisms do not improve the performance of

the 3GPP application model, which demonstrates little perfor-

mance degradation in comparison to the periodic application

model due to low divergence in the packet inter-arrival rates

(staying in the bounds of [n, 2n-2] as already defined). At

closer proximities, the STR model performs similarly to SB-

SPS but performance quickly drops in accordance with the

counter mechanism by 400m. This is due to an increase in

congestion of 24% in the PSCCH as shown in Fig. 15 caused

by the additional reservation signals.

Fig. 14b shows that the short-term reservation and counter

based mechanisms considerably improve the PDR perfor-

mance for ETSI traffic when compared to SB-SPS. This is

because these scheduling mechanisms avoid the pitfalls of

incorrectly labeling resources as reserved, thereby artificially

reducing the available CSRs, with the resource subsequently

going unused. It is worth noting that the counter mechanism

performs comparably to a simple random allocation approach,



so that the additional complexity does not provide much

benefit in terms of additional performance. Overall the short-

term reservation performs the best, although this is at the

expense of additional overhead in the PSCCH due to the

reservation signals, increasing load within the network by

approximately 16% as shown in Fig. 15.
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(a) 3GPP Application Model.

0 50 100 150 200 250 300 350 400 450 500
Distance (m)

0
10
20
30
40
50
60
70
80
90

100

Pa
ck

et
 D

el
iv

er
y 

Ra
te

 %

SB-SPS
Random

Counter
STR

(b) ETSI Application Model.

Fig. 14: PDR as a function of distance for aperiodic scheduling

mechanisms, β=0.12 v/m.
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Fig. 15: PSCCH Channel Busy Ratio (CBR) Comparison for

β=0.12 v/m.

Ultimately, 3GPP application model performance is consid-

erably worse due to the fact that, while aperiodic, it maintains

the SB-SPS grant for longer than the ETSI model as per Table

VI and discussed in Section VI. As discussed the grants are

maintained for longer because the 3GPP packet inter-arrival

times often does not exceed 2n-2 across a single RRI, where

n is the default RRI. Thus, the variability in the packet inter-

arrival times strongly impacts which scheduling mechanism is

effective. As noted earlier in Fig. 6 the 3GPP inter-arrival times

are mostly confined within a small bounded time duration

whereas it can be observed that for the ETSI model they are

distributed more widely, often exceeding 2n-2.

C. Mixed Application Models:

Aperiodic scheduling mechanisms such as the counter-based

scheduling and short-term reservations can be incorporated to

work alongside SB-SPS for mixed traffic scenarios. In both

cases, this requires that the aperiodic scheduling mechanisms

account for SB-SPS grants when selecting a resource. To

evaluate if this approach has any negative impact on the default

SB-SPS scheduling, 3 scenarios have been modeled with 10%,

25% and 50% of traffic being aperiodic and conversely 90%,

75% and 50% traffic modeled periodically.

Figs. 16a and 16b show the performance of the counter

based mechanism in these mixed traffic scenarios for both

3GPP and ETSI application models. For the ETSI model,

it is clear that the mechanism works well in conjunction

with the default SB-SPS algorithm, with neither traffic pattern

impacting the other in a significant way. In this case the

increase in PDR is due to a lowering of CBR when aperiodic

traffic is introduced. Similarly, for the 3GPP traffic pattern,

the performance is similar to SB-SPS in a purely periodic

scenario, which demonstrates that utilising a second aperiodic

scheduling scheme such as counter has no impact.

Next, we evaluated the performance of the short-term reser-

vation mechanism in mixed traffic scenarios which highlighted

a significant issue that would need to be accounted for if these

scheduling mechanisms were to co-exist. It is important that

the SB-SPS algorithm considers received reservation signals

when determining what future resources can be selected as

CSRs. This is shown in Fig. 17. At T0, the SB-SPS VUE starts

the CSR selection process and selects a future CSR shown

in blue (dotted). However to co-exist with the short-term

reservation mechanism, it must be ensured that no subsequent

reservation signal, received at TRes, might reserve the same

CSR that has previously been reported to the MAC. To

counteract this, SB-SPS must be adapted such that the PHY

layer selects the CSR but defers reporting to the MAC layer

until the packet needs to be transmitted, thus accounting for

reservations such as TRes selecting the same resource. In the

case that TRes chooses the same resource, SB-SPS should

relinquish the CSR and make another selection from the top

20% of CSRs identified in the selection process.

The impact of this on the PDR is shown in Fig. 18. A signif-

icant decrease in PDR performance is noted of approximately

10% for 3GPP and 7% for the ETSI model. It is worth noting

that in our experiments, up to 32000 reservations were made in

the 50% mixed scenario, which led to unnecessary collisions
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Fig. 16: Mixed application models for the aperiodic Counter

Mechanism for β=0.12 v/m.

that were avoidable if SB-SPS accounted for the short-term

reservations.

Fig. 17: Co-existence of the SB-SPS and short-term Schedul-

ing from the perspective of a VUE.

Assuming this fix is applied to SB-SPS to allow for the

scheduling mechanisms to co-exist, Figs. 19a and 19b show

the performance of the short-term reservation mechanism with

mixed traffic patterns. The pattern follows the results described

in earlier sections, showing that the application model has

a significant impact on the performance of the mechanism.

The increase in load in the PSCCH caused by the short-term

reservation signals results in the loss of more SCI messages

and consequently TBs. The short-term reservation mechanism

can thus be detrimental to both the SB-SPS algorithm and to its

own performance in higher density scenarios. When analysing

the ETSI model results it can be seen that the short-term
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Fig. 18: Impact of scheduling co-existence for the 50% Peri-

odic/Aperiodic mixed application models.

reservation mechanism performs comparably with a purely

periodic scenario. This demonstrates that for lower channel

loads, the short-term reservation mechanism is beneficial to

the performance of the aperiodic traffic.
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Fig. 19: Mixed application models for the aperiodic short-

term reservation mechanism for β=0.12 v/m (Integration of

scheduling applied).



VIII. SUMMARY & DISCUSSION

The SB-SPS algorithm was designed with periodic applica-

tion traffic in mind. Its performance declines sharply when ap-

plication models exhibit highly aperiodic characteristics, such

as those demonstrated by the standardised ETSI CAM traffic

generation rules. If packet inter-arrival times are in the range

[n, 2n-2], there is a possibility of maintaining the resource

grant. However, exceeding this upper bound leads to grant

breaks thereby wasting resources and increasing collisions.

In Section VII-A, we evaluated how carefully parameterising

SB-SPS could counter-act this, but as shown in Fig. 20a this

typically only performs comparably or worse than simply

randomly allocating resources. Two schemes that outperform

a basic random scheduling approach are STR and disabled

grant breaking, achieving improvements of up to 5% as shown

in Fig. 20a. However disabled grant breaking demonstrates

limited scalability with vehicular density as shown in Fig.

20b. Despite vehicular densities of β=0.12 and β=0.3 veh/m

demonstrating comparable CBR loads due to CAM generation

being linked to vehicle dynamics, the increase in packet inter-

arrival times results in more reserved yet unused resources.

This increases collisions because VUEs mistakenly believe

a resource to be free as it has gone unused in previous

subframes. In contrast, STR which demonstrates comparable

improvement performance benefits to disabled grant breaking

at lower vehicular density of β=0.12 veh/m, holds this per-

formance increase at higher vehicular densities. This is as a

result of its own dedicated reservation scheme. However, it

should be noted that this comes at the cost of added load in

the PSCCH due to reservation signals as discussed in Section

VII-B. Ultimately of the schemes evaluated, STR performs

best for ETSI CAMs assuming overall channel load is not

prohibitive.

IX. CONCLUSION

This paper has presented a full-stack, open source imple-

mentation of the 3GPP C-V2X Mode 4 standard, validated to

ensure its accuracy. This contribution will enable the vehicular

networking community to leverage this work to verifiably

investigate the performance of V2X communications from

PHY layer up to and including future envisaged application

and services. An indepth study on the limitations of SB-SPS

to support application traffic with aperiodic characteristics was

provided, particularly for the ETSI CAM standard and the

3GPP application model. Mechanisms for improving perfor-

mance such as parameterisation within the SB-SPS mechanism

itself, as well as dedicated aperiodic scheduling mechanisms

proposed as potential solutions in future C-V2X standards

were evaluated, with the authors highlighting that the level

of variability in the packet inter-arrival times have a major

impact on the efficacy of these schemes. As such, there is a

need to further investigate the communication characteristics

of networks with mixed application traffic models to determine

how to best schedule resources, while maintaining adequate

reliability and quality of service.
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Fig. 20: Summary of PDR Performance for the ETSI Ape-

riodic Application Model for a variety of scheduling mecha-

nisms.
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