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Abstract—Traditional location methods require specialized network infrastructure or add-on location hardware in order to
estimate node positions. As an opposite approach, DoE (direction of encounter) uses standard wireless networking equipment
and takes advantage of node mobility to establish static node locations. In DoE, as a mobile node enters and leaves a static
node’s coverage area, it is able to discover the static node’s location with respect to its own trajectory. Mobile nodes are able
to determine the position of a set of static nodes by collaborating in this discovery process. In this work, this set is called a
constellation. This collaboration consists of exchanging constellation data in order to establish and improve the accuracy of the
position estimates. Not only does DoE establish static node positions, but it also allows mobile users to be aware of the direction
where static nodes can be found. DoE needs minimal user intervention, although fully automatic operation can be achieved if
inertial sensors are available. This method can be used to develop both location-based applications and guiding procedures. By
means of simulations and experiments, we carried out a performance evaluation of DoE under diverse conditions. The results
show that the DoE algorithm indeed is able to estimate the static node positions without requiring additional functionality from

static nodes. We believe this is an important requirement for a successful deployment of a location method.

Index Terms—Node encounter, node mobility, node detection and location.

1 |INTRODUCTION

In the near future, it can be foreseen that mobile
nodes will be increasingly required to be able to gain
access to information about their position in relation
to neighboring nodes. If such information is available,
mobile users may become aware of the location of
other users while they are moving in a region covered
by a wireless network.

The availability of location information encourages
the development of location-based services in wireless
networks. In order to operate properly, such services
require a method to determine a user’s position. Un-
fortunately, traditional location methods need special-
ized infrastructure or hardware in order to accurately
estimate node positions. The presence of base stations
or satellites with known positions, the necessity of
having access to both the Internet and location ser-
vices, or the use of expensive add-on hardware are
some examples of this kind of requirements. Further-
more, many location algorithms are highly complex,
thus demanding significant computing requirements.
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In wireless networks, nodes may show some degree
of mobility which has been seen as a hindering factor
for location methods. However, in this work, we show
that node mobility can also be used to facilitate node
location. We present a method to locate static nodes
by using a set of mobile nodes in a wireless net-
work. The introduced method is infrastructure-free,
i.e., it does not use GPS receivers or other location
devices. This method is called Direction of Encounter
(DoE). DoE uses standard wireless equipment and
requires minimal user intervention to work. However,
automatic operation is also possible if inertial sensors
are available. Certainly, what makes DoE a different
location approach, is that it takes advantage of node
mobility to estimate static node positions. For in-
stance, by monitoring an infrastructure-based WLAN,
mobile nodes implementing DoE could discover how
the access points are deployed in the network. By
sharing such information with other mobile users,
they could determine, for example, where to travel
with the aim of getting closer to the nearest access
point, thus increasing their transmission rate. In a
similar way, mobile users detecting the presence of
nearby nodes could use DoE to determine where to
move with the purpose of finding other users.

The rest of the paper is organized as follows: Section
2 summarizes relevant works found in the literature
related to location methods for wireless networks
and how they interact with applications that require
location information to operate. Section 3 describes
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how the proposed method works. Section 4 presents
performance tests applied to DoE by means of simu-
lations and experiments under a diversity of network
conditions, such as a variety of node arrangements,
fluctuations in the wireless transmission range due
to propagation impairments and variable numbers of
static and mobile nodes. Section 5 discusses a series of
possible DoE applications. Finally, Section 6 provides
some concluding remarks.

2 RELATED WORK

In this section, we summarize the most relevant works
related to location methods. Over recent years, many
researchers have proposed different systems designed
to estimate node location in a wireless network, e.g.,
[1], [2], [3], [4], [5], and [6]. As suggested in several
works, (e.g., [7], [8] and [9]), these systems can be
classified as range-based or connectivity-based systems.

On one hand, range-based systems can be sub-
divided into four categories depending on which
method is used to estimate or measure the distance
between transmitter and receiver. These methods are
based on measuring one of the following parameters:
Time of Arrival (ToA), Time-Difference of Arrival
(TDoA), Angle of Arrival (AoA) and Signal Attenua-
tion (SA). The value of these parameters is a function
of the distance or relative position observed between
a transmitter and a receiver. A location system based
on ToA, e.g., [10] and [11], estimates distances by
measuring the signal propagation delays between the
end points of a radio link. In contrast, TDoA sys-
tems, e.g., [12], estimate the location by computing
the time-difference of arrival of a signal propagating
from one transmitter to three or more synchronized
receivers. ToA and TDoA methods are mostly suited
for communication systems where signal propagation
latencies are much longer than data transmission
delays, e.g., satellite or macro-cell systems. Location
systems using AoA, e.g., [13], require special receivers
in order to determine the angle on which radio
signals arrive from a transmitter. Location systems
based on SA, e.g., [14], estimate the distance between
transmitters and receivers by using signal attenuation
measurements. These methods involve propagation
models and triangulation or lateralization techniques
to estimate the node position. Radio-fingerprinting
systems are based on SA methods, e.g., [3], and they
operate by prerecording signal strength information
from multiple base stations providing an overlapping
propagation map within an area of interest. These sys-
tems compare real measurements with pre-recorded
propagation maps to approximate user location.

In general, the downside of location systems using
range-based methods is that they may require addi-
tional infrastructure, which increases their price and
feasibility. Besides, they can be very sensitive to en-
vironmental conditions. Distance estimates obtained

by observing signal attenuation may have extreme in-
accuracies, due to signal propagation problems, such
as the increase of path loss in presence of obstacles,
multi-path propagation impairments, co-channel in-
terference and noise disturbances. Location systems
based on signal propagation delays, may also require
a more precise synchronization technique, which may
increase costs and complexity. In addition, if node mo-
bility is involved, wireless channel conditions may be
expected to vary widely. Node mobility thus imposes
more challenges on location systems.

On the other hand, connectivity-based methods
(also known as range-free methods), e.g., [15] and
[16], only depend on connectivity conditions. Node
connectivity is ensured as long as nodes are located
within their common vicinity (i.e., they must be found
someplace within the coverage zones of the others). If
that is the case, each pair of nodes will be separated
at the most by their maximum transmission range.
If the number of hops separating a pair of nodes
can be determined by indirect measurements using
a distance-vector algorithm, for instance, then a set
of rough distance estimates can be generated. Given
such a set, node location can be solved through the
use of analytical methods. Most of these solutions
require some nodes be placed at known positions,
called anchors, in order to set up a coordinate reference
system that can establish absolute positions. Works
in [17], [18], [19] and [20] for example, make use of
this approach, where data analysis is made by an
algorithm called MultiDimensional Scaling (MDS) for
node position estimation in wireless networks.

It is also usually assumed that nodes are capable
of determining the physical location from all other
nodes in the network. Unfortunately, in some cases,
there are nodes that are not equipped with location
devices, they are situated at places where the location
system does not work properly or they are discon-
nected from the wireless network. The combination of
all these factors may prevent a node from obtaining
location information. In [21], the authors propose
an opportunistic ad hoc localization algorithm called
Urban Pedestrian Localization (UPL), for estimating
the location of mobile nodes in urban districts where
such problematic factors may be found.

Recently, some pieces of research have presented
different methods that, like DoE, take advantage of
node mobility in wireless networks for a variety of
purposes. For instance, there are some proposals that
use mobile nodes as active data carriers to collect
and deliver data packets through large or sparse
wireless networks, e.g., [22]. In [23], [24] and [25], the
authors show that node mobility can be exploited to
disseminate information about the position of desti-
nations without incurring in an excessive signaling
communication overhead.

Google Maps [26] is a popular location system
for mobile users. In this system, users can obtain
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Fig. 1. An example of a wireless network formed by
three static nodes (S1, S, and S3) and two mobile nodes
(M7 and My).

accurate location information from a GPS receiver, if
such a device is available. Otherwise, Google Maps
can infer location information from nearby wireless
networks or cell sites. The location of a wireless
network or a cell site is determined by using databases
available on-line. The user’s location is deduced by
discovering which are the nearby cell transmitters
or WiFi hot-spots, and retrieving their location from
such databases. The downside of Google Maps, or
similar location services, is the necessity of Internet
connections providing access to the database querying
service. Besides, this location system does not offer
information about the wireless resources not stored
in such databases.

DoE emerges as a novel alternative to other location
methods and systems. This is due to the fact that
DoE is not based on conventional location techniques,
Internet connections, distributed databases or add-on
location hardware to work properly. In the following
section, we formally present our proposal.

3 DoE - DIRECTION OF ENCOUNTER

DoE is an alternative method to locate static nodes
and guide mobile nodes in a wireless network without
the use of specialized location hardware, e.g., a GPS
receiver. In contrast to other location methods, DoE
takes advantage of node mobility and involves only
node detection performed by mobile nodes. While
crossing a region of interest, mobile nodes imple-
menting DoE can estimate the position of recently
found static nodes. Such positions are referenced to
the trajectories described by mobile nodes. Based on
such position estimates, a mobile node is able to
determine the relative position and direction where a
specific static node is found. Details about how DoE
works appear below.

3.1 DoE assumptions

The DoE algorithm assumes a wireless network
formed by a collection of static nodes randomly scat-

tered over a certain outdoor region. From time to time,
this region is visited by mobile nodes. Mobile nodes
implementing DoE are also assumed to be capable of
detecting and identifying static nodes using the same
wireless technology as long as they are within range.
In DoE, mobile nodes must be able to determine
both where they are located and when the first and
last encounter with a static node occurred. Performing
this task depends closely on the mobility behavior of
mobile nodes. In this respect, DoE can operate under
two different modes named general and grid, both of
which will be discussed below and evaluated in the
performance evaluation section of this paper.

General mode: In this mode of operation, DoE con-
siders that mobile nodes are free to move following
arbitrary trajectories at variable speeds. In this case,
the use of an inertial navigation system is mandatory
for mobile nodes to establish their positions with
respect to their own trajectories. Inertial navigation
systems, e.g., [27] and [28], involve the use of a variety
of sensors, such as accelerometers, gyroscope sensors
or digital compasses, which are now available in
many mobile devices (an example of such a system
is presented in Section 4.2).

Grid mode: In this mode of operation, DoE considers
that mobile nodes move along rectilinear trajectories
at a roughly constant speed, which is commonly the
case in a grid-type scenario (i.e., a Manhattan-like lay-
out). In this mode, a rectilinear trajectory assumption
simplifies the computation of the position of mobile
nodes with respect to their own trajectories. It is worth
mentioning that in this case DoE achieves this task
without the use of any additional hardware other
than the wireless radio transceiver. Assuming a grid
mode in cases where mobile nodes do not move at
a constant speed nor follow rectilinear trajectories
will certainly introduce static node position estimation
errors. Despite these drawbacks, in addition to the
general mode, throughout the paper we discuss this
mode in detail because it allows a relatively easy
implementation of DoE.

With regard to other assumptions concerning both
modes of operation, DoE considers the transmission
range to be constant, thus leading to circular cov-
erage zones. Later on, in Section 4.1, we relax this
assumption in order to consider more realistic prop-
agation conditions. In the computer simulations, the
wireless transmission range of nodes is assumed to be
a random variable with normal distribution. We also
carried out a series of experiments with a prototype
system in order to assess the effects of real propaga-
tion conditions. It is expected that variations of the
transmission range will lead to location estimation
errors.

Finally, the DoE algorithm relies on a collaborative
approach among mobiles nodes to perform its core
functions. In the rest of this section we detail the
different procedures involved in DoE.
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3.2 Node detection

In order to understand DoE operation, we use a
notation that differentiates static nodes from mobile
nodes. According to this notation, a set of N static
nodes will be represented by 5={S,|n=1,2,...,N} and
a collection of M mobile nodes will be denoted by
M = {Mylm=1,2,...,M}. Figure 1 illustrates a simpli-
fied example of a network comprised of three static
nodes, i.e., S1, S and S3. In two arbitrary moments,
this network is visited by mobile nodes M; and M.
This figure also depicts the paths followed by both
mobile nodes as they travel across this region. The
relative distances between each pair of static nodes
are also presented in Figure 1. Let us refer to such
distances as inter-node distances, which are denoted by
dsi_sj, where Si,S]‘ €S, i#].

DoE operation is based on the foundation that mo-
bile nodes crossing a network are capable of detecting
the current presence and subsequent absence of static
nodes within their coverage zones (node detection).
These events define the first and last encounter times
between a mobile and a static node. Such instants
occur when both nodes are in and out of reach,
respectively.

In order to detect static nodes, and depending on
the technology being used, DoE may or may not
involve the exchange of request and reply messages
among mobile and static nodes. In this work, we
assume that by setting up their wireless network
interfaces in monitor mode, mobile nodes are allowed
to detect and identify all traffic transmitted from
nearby wireless sources. This is so, since even wireless
interfaces that may be apparently inactive, are com-
monly transmitting or replying to periodic beacons,
thus making their detection possible.

Figures 2a and 2b illustrate the application of DoE
in both modes of operation. The former corresponds
to the general mode, where the path and speed of
mobile node M,, are both arbitrary (see Figure 2a).
In this case, the node movement is described by
a set of points, M, (t) = (Xu(t),Yn(t)), lying on the
Cartesian Plane (XY). This collection of points can be
determined by means of an inertial navigation system.
The latter corresponds to the grid mode, where nodes
M, follow rectilinear trajectories at a constant speed
(v) (see Figure 2b). In Figures 2a and 2b, the origin
of the coordinate system is placed at point O(0,0),
where mobile node M,, was located when it started to
move, i.e., t =0. In Figure 2b, the horizontal axis of the
coordinate system coincides with the path followed by
mobile node M,,. For both cases, while traversing the
network, mobile nodes must be capable of collecting
and storing information about the points where the
first and last encounter with static nodes occurred. Let
us denote such points by M (t1) = (X (t1), Yu(tr)) and
Mu(to) = (Xum(to), Ym(to)), respectively. Such points
are referenced to the trajectories described by mobile

node M, and their coordinates correspond to the
centers of two circles with radius R, i.e., the wireless
transmission range.

From now on, the estimated position of static node
S; will be denoted by §W, In this notation, subindex
n indicates which static node has been detected in
particular and super-index m specifies which mobile
node detected it. In most cases, the estimated position
S will have two geometric solutions. These points
are situated either at a left-side position or at a right-
side position with respect to the trajectory of node My,
see Figures 2a and 2b. Let us represent both solutions
by two pairs of coordinates (X, Y""). These solutions
are determined by computing the intersection points
of two overlapped circles of radius R, centered at the
points M,,(t1) and M, (to), respectively. The coordi-
nates of such points are referenced to the mobile node
trajectory and are also represented in Figures 2a and
2b. For the general mode of operation, the geometric
solutions for the estimated position 5! are given by:

g _ X))+ Xu(tn) _ Yulto) =Yoult) [ (di0)’
= F R?—|—
2 dio 2
)
and
2
gm = Yn(to) +Yu(t)  Xu(to) = Xu(t) |p, (dio ,
" 2 dio 2
@)
where, the term djp found in Eq. (1) and
Eq. (2) corresponds to the distance measured
from point M,(t) to point My(to), ie,

Qo = (Xn(to) = Xt + (Vulto) = V()P as
shown in Figure 2a.

For the grid mode, there are some special conditions
that need to be taken into consideration. First, accord-
ing to the coordinate system used in this case, the or-
dinates of node M,, do not change as time passes, i.e.,
You(t) = Yi(to) = 0. Second, the abscissas of node M,;,,
ie., Xy(t) and X;,(tp) are simple to obtain by means
of: Xu(t;) =v-t; and Xyu(to) = v-to, respectively. The
terms t; and tp correspond to the instants in which
the first and last encounter occurred, respectively. After
considering such conditions in Eq. (1) and Eq. (2), the
geometric solutions for the estimated position 5" can
be easily obtained by:

gy XnllEX) T )

and,

2
s RL{QQ), @)

where, the term d’TO found in Eq. (4) corresponds to
half the distance traveled by node M,, during the
encounter period with a static node S;,. The encounter
period, represented by tjo, is the elapsed time be-
tween the instants in which first and last encounter
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Fig. 2. First and last encounter between mobile node M,, and static node S,,. Geometric solutions for the position
of node S, (5). (a) General mode of operation considering an arbitrary trajectory; (b) Grid mode of operation

considering a rectilinear trajectory.

occurred, ie., tjp =top—t; ; to > t;. Therefore, the
distance traveled during the encounter period can be
found by: dip =v-tjo =v(to —t1) = Xu(to) — Xu(tr). In
this case, if nodes move at variable speeds, the con-
stant speed (v) can be replaced by their average speed
of movement, which can be measured or estimated
empirically.

Figures 2a and 2b show the two possible geometric
solutions for the estimated position 5. Such positions
are deduced by node M,,, by using Eq. (1) and Eq.
(2) for the general mode of operation or Eq. (3) and
Eq. (4) for the grid mode. However, this can be done
only after the last detection of node S, occurred, i.e.,
at a later time f =ty, where t, > tp. In both cases,
the left-side point corresponds to the real position of
node S, and the right-side point corresponds to a
mirrored position. Initially, the position of any static
node would involve a position-ambiguity.

We close this subsection by emphasizing that the
distinction between the grid and general modes of
operation is relevant only to the node detection pro-
cedure. The mode of operation does not have any
impact on subsequent DoE procedures.

3.3 Constellation creation

Now, let us define a constellation as the collection of
estimated positions for a set of static nodes S, by
computing their coordinates using Eq. (1) and Eq. (2)
or Eq. (3) and Eq. (4). While traversing a region, node
M,, will detect its neighboring nodes and perform
the discovery process of its own constellation (con-
stellation creation). Each mobile node would obtain a
different constellation depending on its own trajectory.
For a node M,,, a constellation is a collection of pairs
of coordinates (X, Y"") which define the two possi-
ble geometric solutions associated with 5. On each
constellation, there are two combinations or subsets
of geometric solutions for the estimated static node
positions. One of these subsets will contain the real

positions and the other one will contain only mirrored
positions. At this point, there are a few or even no
practical ways to determine, by means of a single
mobile node, which solutions correspond to the real-
positions subset and which ones belong to the mirrored-
positions subset. The following section describes a way
to separate real from mirrored positions.

It is also important to note that once a mobile
node establishes its own constellation of static nodes,
DoE no longer needs the information regarding its
trajectory. In fact, the DoE algorithm takes as input
one or more constellations to operate properly without
needing to know the underlying trajectory of mobile
nodes generating such constellations.

3.4 Dealing with position ambiguities

In this subsection we explain how DoE deals with
position ambiguities. For simplicity we illustrate this
procedure by considering the grid mode, however, we
emphasize that exactly the same procedure applies to
the general mode of operation.

In order to differentiate, in our explanations, the
left-side and right-side positions of static node S, dis-
covered b}f mobﬂve node M;, we use the following

notation: S} and S}, respectively. In turn, the left-side
and right-side positions of static node S, discovered

by mobile node M, are represented by 52 and 52,
respectively.

Figure 3a depicts a wireless network comprised of
three static nodes, S1, S and S3 and visited by two
mobile nodes (M; and My). Figures 3b and 3c describe
two constellations obtained by nodes M; and M, as
they travel across the wireless network. Note that in
the simple cases depicted in the figures in this section,
squares and circles are used to identify the mobile
nodes.

A mobile node may exchange its discovered con-
stellation with other mobile nodes found during its
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Fig. 3. a) A wireless network formed by three static nodes, S, S, and S3 and two mobile nodes (M; and M), b)
Constellation obtained by mobile node M, c) Constellation obtained by mobile node M.

journey. Mobile nodes can perform this process by
periodically announcing their presence and the avail-
ability of their constellation to other mobile nodes by
emitting some specific messages (i.e., DoE-Messages).
A DoE-Message includes critical information such as
the mobile and static node identifications, constellation
size and position estimates.

At least two constellations are required in order to
separate the geometric solutions for the static node
estimated positions. Therefore, mobile nodes have to
cooperate by exchanging their own constellations when
they meet other mobile nodes that have visited the
same area. After a pair of mobile nodes has exchanged
their constellations, the following procedures can take
place.

3.5 Constellation translation

and rotation

superimposition,

o Constellation superimposition. When a mobile node
has two constellations, a constellation-pair is gener-
ated where all static node position-pairs from one
constellation are coupled and superimposed with
position-pairs on the other constellation.

o Constellation translation. A reference node must be
selected from the constellation-pair. Both constella-
tions are then centered with respect to the selected
reference node. This step causes a position trans-
lation for all static nodes. Two possible options
are associated with the estimated positior}s of

every static node on each constellation, i.e., S% or
v < »>

S and 52 or §2. Consequently, four alternatives
must be considered and tested as reference node
in this step. For instance, if node S; is selected
as the reference Anode, thg alterr}atives to be con-

sidered are: 1) 3% with §%; 2) g% with g%; 3) §%
with 52 and 4) $1 with $2. Figure 4a shows the

constellation-pair which corresponds to the first
case only. In this figure, the constellations obtained

by mobile nodes M; and M;, shown separately in
Figures 3b and 3c, are then combined to generate
this constellation-pair.

o Constellation rotation. Once a constellation-pair is
centered on one reference node (rotation point),
then one constellation is kept fixed and the other
one must be gradually rotated. The gradual ro-
tation is intended to determine the best angle
at which all static nodes in one constellation get
the closest to the same static nodes in the other
constellation. Let us refer to the spacing between
two estimated positions of the same static node
in two constellations as intra-node distance. This
spacing is obtained by mobile nodes M; and M,
e.g., 55 and §!. Let us denote such intra-node
distances by dg_gi (6).

o Intra-node dista%cencomputation. Due to the fact that
there are two possible positions in each constel-
lation for each estimated position, we need to
consider four intra-node distances that need to be
computed in order to find their minimum values.
Figure 4a depicts the four intra-node distances for
S, at a certain rotation angle 0, ie., d%_ég(e).

In order to estimate the proper rotation angle (®)
at which one constellation should be rotated with
respect to the other, the square value of the intra-
node distances must be computed for each 6 value.
Due to the fact that there are two possible positions
for each static node on each constellation, it will be
necessary to compute four square intra-node distances.
This computation is performed for each static node,
by means of:

A N 2 N A 2
% 0)= (X0 -X,0) +(Oo-T,@) 6
where, the pair (k) represents the four combinations,
ie.,
(k1) € (85, 81); (5K, 84 (8%, 8Ly (85, S).

The coordinate pairs (X’;(O),?ﬁ(oﬁ, (XL0),74(0)),
found in Eq. (5), represent the estimated positions

Copyright (c) 2014 |EEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



Thisisthe author’s version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
Thefina version of record isavailable at http://dx.doi.org/10.1109/TM C.2014.2311993

JOURNAL OF BTEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2007

of static node S, obtained by mobile nodes My and
M, respectively. This notation is also intended to
differentiate the estimated positions for each static
node obtained by both mobile nodes, one position is
placed on the right-side and the other is placed on
the left-side of each trajectory. It is worth emphasizing
that the second constellation is rotated by an angle 9,
in an anti-clockwise direction over the first one, which
remains fixed (i.e., 0°). Then, the algorithm selects the
intra-node distance with the minimum value, i.e.,

2 2
2 (6) = min (d 2 (9)). ©)
min
In order to find the best rotation angle at which
the intra-node distances for all static nodes reach their
minimum value, the sum of minimum square intra-

node distances for all static nodes in a constellation-pair
(D?(0)) should be computed by means of:

N
D*(6) = Z iz (6). @)

n=1 min

Due to symmetry conditions, the sum of minimum
square intra-node distances for all static nodes com-
puted by the algorithm, i.e., D?(0), will reach its
minimum value at two rotation angles. One of these
angles corresponds to 6 = ©. This case occurs when
both real positions of the reference node are chosen.
The other angle corresponds to its conjugate, i.e.,
0 =0 =21—0, which occurs when the two mirrored
positions of the reference node are selected. There is
a special case where both angles are the same, i.e.,
® = © = n. This happens only when mobile nodes
cross over the exact position of the reference node,
which also produces a single estimated position for
the reference node.

Once the best value for 6 has been found, i.e., the
one in which D?(0 ~ ©®) ~ Di (ideally, D; . = 0), two
sub-constellations with two graphlcal representations
or maps are generated. Figure 4b shows the two
possible collections of positions for static nodes Sy, S»
and S3 which are based on the constellation obtained
by mobile node M;j (see the solid line (real-perspective)
and the dashed line (mirrored-perspective) in Figure 4b).
Each map separates a subset of geometric solutions for
static nodes in the network.

Figures 5a to 5d show the constellation-pairs ob-
tained when the constellation discovered by node M
is superimposed, centered and rotated with respect to
the constellation found by node M;. On each figure,
one of the four choices for the reference node is
considered. In this example, node S; is used as the
reference node and rotation point (see the pin and
dash-dotted crosses located on the estimated positions
of node S;). On one hand, Figures 5a and 5b present
two combinations for the estlmated p0s1t10ns S ie.,

mirrored with real positions (S1 with 52) and real

A »
with mirrored positions (S% with S%), and two rotation
angles, ® and @’, respectively. On the other hand,
Figure 5c shows a third case where the right options
v «

for reference node S are selected, i.e., (5! with 5%) and

the rotation angle is ©. Finally, Figure 5d presents the

fourth combination for the estimated position of node
v

Sy, i, (S} with 52) and the rotation angle is @, i.e
the conjugate of ©.

In Figures 5a to 5d, next to each constellation-pair,
there is a graph plotting the behavior of the sum
of minimum square intra-node distances for the corre-
sponding constellation-pair (D?*(0)), while the rotation
angle O changes. It can also be observed that on each
graph, D?(0) reaches different values at quite distinct
rotation angles. In particular, in Figures 5c and 5d, we
can observe that, when the rotation angle (0) equals
the value of ® or its conjugate @', respectively, D*(0)
reaches a minimum value. As a result, a mirror-free
constellation is generated, such as the one shown in
Figure 4b. On a mirror-free constellation, the estimated
inter-node distances are expected to be similar to the
real ones.

From this point on, we will only show the results
observed from the real-perspective. At a later time, one
of the mobile users will be expected to be able to
discard the mirrored-perspective. This can be done after
a mobile node changes its trajectory. After turning
to one side, the right-side for example, if a static
node is still detected, it can be assumed that the
correct constellation will be the one indicating that this
particular node is on the right-side. This procedure
is illustrated in Figure 6. In this figure, a mobile
node (M3) can be observed to follow a horizontal
trajectory and then move to its lower-right side. Upon
reaching a certain point during its movement, node
Mj still detects node S; because it remains within
its coverage zone (circle of radius R). Therefore, it
can be inferred that S; must be located at the right-
side of its previous trajectory. As a consequence, the
set that represents the static nodes’ real positions
will be the one marked with a solid-line and the
other one can be discarded. Mobile users equipped
with specialized hardware (inertial sensors, such as
accelerometers, gyroscopes or solid-state compasses)
can carry out this procedure to easily discriminate the
real from the mirror-constellations. Otherwise, a user
should manually indicate the trajectory change. We
emphasize that the process of removing the mirror-
constellations is carried out once by a single node on
behalf of all nodes in the same region. This procedure
eliminates position ambiguities as nodes spread the
information about the mirror-free constellation to other
mobile nodes.

3.6 Dealing with non-ideal conditions

Up to this point, the wireless transmission range
has been considered constant for all nodes. Under
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Fig. 5. Procedures of superimposing, translating and rotating two constellations obtained by mobile nodes M;
and M, using the four choices for the reference node (S1) and four different rotation angles.

this assumption, a mirror-free constellation provided
by DoE will represent the static nodes’ final position
arranged with a particular distribution. In such node
arrangement, the estimated inter-node distances among
all nodes are expected to be as close as possible to
their real inter-node distances. Ideal conditions make it
possible that only a pair of mobile nodes be required
while implementing DoE to obtain an accurate map
of static nodes in their neighborhood.
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Under real conditions, each node would have a
different transmission range due to a variety of signal
fluctuations. These fluctuations are caused by many
factors, such as signal propagation impairments along
different paths. In order to capture such variability, we
consider more realistic scenarios where the wireless
transmission range is a random variable R, with
a probabilistic distribution, for example, a normal
distribution, i.e., R;; ~ N(R, G%{). Such conditions intro-
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Fig. 6. ldentification of the real subset (solid-line trian-
gle) and mirrored subset (dashed-line triangle) when a
mobile node (M3) changes trajectory.

duce an error in the location method which makes
it necessary that more than a pair of mobile nodes
cooperate to estimate the static node positions and
reduce location errors.

In this work, we consider that the mean value of the
random variable R,, is the same nominal value used
in the computation of estimated positions by DoE (see
the term R in Eq. (1), (2) and (4)). On one hand, the
wireless transmission range determines when the first
and last encounter between a pair of nodes occurred.
On the other hand, node mobility mainly defines the
encounter period between mobile and static nodes.
In particular, under grid mode operation, there may
be discrepancies between the real and estimated dis-
tances traveled by mobile nodes, which increases the
position estimation error.

Now, let us consider that M mobile nodes travel
across a region at different times. By sharing the infor-
mation contained in their M constellations, these nodes
contribute to improve the estimated positions and
inter-node distances provided by DoE. An improved
position estimate can be obtained by computing the
average position from a finite set of points, as shown
in [29], [30]. The result of averaging the estimated
positions of M views of the same static node can be
described as a centroid which represents their mean
spatial point. In this case, if the number of N}aomts is

M, the centroid for node S;,, denoted by S, will be
given by:

=M 1 A
Si ==Y .80, @®)

where, the term S5/ is the estimated position of node
S; deduced by node M,,.

As more mobile nodes cross the network, more
position estimates will be computed, thus originating
a larger collection of positions that can be used to
calculate a better centroid. The (M + 1)-st mobile node
traversing a region can compute a new centroid, given

—M+1 —M
by S, ’ , using the previous centroid S, , obtained
by averaging M samples, and the recently estimated

9
position of node S, defined by $M*1, i.e.,
- 1
M o (Ms +sM+1) )

where, the term $¥*1 is the estimated position of node
S, deduced by node Mys11. Consequently, while ex-
changing constellations, mobile nodes must report not
only the centroid computation, but also the number
of points involved in such computation. Mobile nodes
exchanging constellations must take this number into
account in order to make a weighted calculation of
the new centroid, as the one described by Eq. (9).

Instead of offering precise location information of
static nodes (absolute coordinates), DoE provides mo-
bile nodes with information about the static nodes’
relative positions and inter-node distances. DoE per-
formance can be evaluated by computing the mean
absolute error of distance estimates (E) by averaging
the differences between the real and estimated inter-
node distances for all pairs of static nodes, i.e.,

F=L , (10)

dS»—S» —dm —m

R
where, Q is the number of inter-node distances among
N static nodes, thus Q = 12\] Y The terms ds; -s; are

the real inter-node distances, measured between a pair
of static nodes S; and S;. The terms d_M §M correspond

to the inter-centroid distances, Whlch are measured
between centroids S?/I and S?A obtained for these static
nodes.

The mean relative error of distance estimates can be
computed by means of:

L. 11)
q

We could infer that the value of the error may be
gradually reduced by incorporating more constellation
pairs. Nevertheless, once we conducted the simula-
tions and experiments, which are reported in the
evaluation section of the DoE algorithm (see Section
4), we concluded that the mean relative error reaches
steady state values with just a small number of mobile
nodes, i.e., from five to ten nodes, in typical scenarios.

3.7 Computational complexity

The complexity of the DoE algorithm can be estimated
by counting the number of operations performed in
each one of its core procedures. In Table 1, we sum-
marize such numbers considering two constellations of
N static nodes each.

The operation count in procedure (a) corresponds to
the constellation discovery process. This count raises
24N when the general mode of operation is con-
sidered and 9N in the grid mode. For both cases,
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Fig. 7. Top, node distribution, centroid positions and inter-node distances; bottom, cumulative distribution
function of the mean relative error (e) for three cases: a) or = R/100 =1 [m]; b) or = R/20 =5 [m] and ¢)

or =R/10 =10 [m].

TABLE 1
Operation count for DoOE core procedures considering a constellation size of N static nodes

Procedure

Operation count (flops)

a) Detection of N static nodes 24N or 9N
b) Constellation translation 2N

¢) Constellation rotation 10(N-1)
d) Intra-node distance computations 20(N-1)
e) Minimum intra-node distances 3(N-1)
f) Sum of minimum square intra-node distances (Eq. (7)) (N-1)

procedures (c)—(f) have to be carried out at each
rotation step (K). Therefore, considering the K rotation
steps it represents [10(N—1)+20(N—-1)+3(N-1)+
(N-1)]K =34(N-1)K flops. As previously mentioned
in Subsection 3.5, the constellation translation has to
consider 4 possible alternatives for the reference node.
Consequently, the total number of operations in these
core procedures becomes 136(N —1)K. It can be ob-
served that the operation count strongly depends on
constellation size (N) and the number of rotation steps
(K)-

If the mobile nodes implementing the DoE algo-
rithm have limited computational resources, a prac-
tical way to reduce the computational complexity in-
volves two possible alternatives. The former consists
of taking just a small subset of nodes in a large
constellation. By means of simulations, we found that
the angle that minimizes the distance error can be
reliably estimated with as few as three static nodes.
The latter consists of reducing the number of rotation
steps. A number of strategies can be implemented
to this end. For instance, once an interval containing
the minimum has been roughly identified, it can be
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subdivided into smaller intervals in order to find a
more precise rotation angle.

Finally, centroid computations can also be reduced
by only considering a small number of mobile nodes.
As mentioned before, simulations indicate that with
just five to ten mobile nodes, the DoE algorithm
provides acceptable margins of error.

4 DoE PERFORMANCE TESTS

This section analyzes the performance of DoE as
a location method by considering three simulation
scenarios and two sets of experiments. These tests
were conducted to prove DoE’s effectiveness and
limitations to locate static nodes.

4.1 DoE simulations

This subsection presents the DoE performance as a
location method by considering a set of 300 simulation
tests for three scenarios under variable conditions.
Such conditions include random transmission ranges
R,; with a normal distribution around a mean value of
R =100 [m] and considering three standard deviation
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values og = {R/100,R/20,R/10} [m], i.e., Ry ~ N(R,0%).
In each of these scenarios, the total number of mobile
nodes was M = 100, each one of them following
a rectilinear trajectory in a random direction (grid
mode operation). Mobile nodes moved at a constant
speed of v =1 [m/s]. In each scenario, the number of
static nodes was N =3 (denoted by: S;, S; and S3).
By considering a uniform spatial distribution, static
nodes were randomly scattered over a square area of
100 x 100 m?, as shown in Figures 7a to 7c. Each figure
presents one case.

Figures 7a to 7c show the centroids’ position for
the three static nodes, which were all computed by
means of Eq. (9). These figures also illustrate the real
and estimated inter-node distances measured among
static nodes Si, So and S3. In each figure, the real
positions of such static nodes are represented by the
symbol *. In the same figures, the estimated positions
of static nodes S;”, §31 and Sg” are represented by
the symbols ®, ¢ and %, respectively. The position
of their centroids are represented by the symbol ©.
Figures 7a to 7c also show the sample cumulative
distribution function (CDF) for each case. These func-
tions represent the cumulative relative frequency of
occurrence of the mean relative error e. By observing
these graphs, it can be deduced that dispersion of e is
higher as the variability of the wireless transmission
range increases, which is captured by a larger stan-
dard deviation (ogr). By observing the CDF of each
case, we can deduce that the mean relative error for at
least 65% of the mobile nodes is below 10%, 20% and
30%, while considering the three standard deviation
values, i.e., or ={R/100,R/20,R/10}, respectively.

4.2 DoE experiments

In order to test the performance of DoE as a location
method under real conditions, we conducted two
sets of experiments. The first one corresponds to the
general mode of operation where mobile nodes follow
arbitrary trajectories, while the second one considers
the grid mode, where rectilinear trajectories are com-
mon.

General mode (DoE campus experiment)

The first group of experiments consisted of a series
of tests intended to estimate the position of five
WiFi access points (APs) found at the campus of the
National Autonomous University of Mexico (UNAM).
This region covers an outdoor area of approximately
100x 100 m?. The area is surrounded by a variety of
trees and several two or three story buildings. A mo-
bile device, also equipped with a WiFi interface, was
carried by a user while walking along the pedestrian
pathways in this area. The mobile user followed six
different trajectories in both directions, as shown in
Figure 8a.
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In order to reconstruct the trajectories followed by
the mobile user, as accurately as possible, an inertial
navigation system was implemented by means of
the accelerometer and gyroscope sensors available in
the mobile device. The accelerometer measures speed
changes and allowed us to determine whether the
user was moving or not (an example is shown in the
top part of Figure 8b). In turn, the gyroscope indicates
changes in direction of motion measured with respect
to the magnetic North (see the middle part of Figure
8b). By combining both data, the trajectory can be
easily reconstructed (an example is shown in the
bottom part of Figure 8b).

While walking along the pathways, the mobile de-
vice collected both inertial sensor data as well as DoE
related information. In order to compute the corre-
sponding constellation for each trajectory, we measured
the wireless transmission range at different places for
various APs. Then, these measurements were aver-
aged. The average transmission range obtained from
these measurements was about R =75 m. It is worth
pointing out that these experiments did not interfere
with normal campus activities.

After obtaining the associated constellations accord-
ing to the trajectories followed by the mobile user,
the translation and rotation procedures of DoE were
applied. The positions of the APs were then estimated
and the centroids of each AP were computed. Figure
8a also depicts the real and estimated positions of 5
APs. Centroids are indicated by the symbol O in Fig-
ure 8a. The mean error between the real and estimated
positions of each AP fluctuated between 4 and 12 m,
with an average error of 8 m. These errors are mainly
due to propagation impairments (created by multi-
path, reflection, scattering and shadowing effects).
However, we consider this error may be acceptable
in many practical applications.

Grid mode (DoE urban experiment)

The second group of experiments were intended
to discover the position of ten WiFi access points
found in an urban region in Mexico City. The con-
sidered area in these experiments corresponds to a
rectangle that approximately measures 250 X 350 m?.
In this scenario, the streets follow the typical grid-
layout (see Figure 9). Typically, 4- to 6-story buildings
are found in this area, which certainly affects radio
propagation. In this set of experiments, we considered
an average wireless transmission range of R = 60 m.
We conducted a similar procedure to the one used
in the university campus experiment to measure the
wireless transmission range for this scenario. For these
experiments, the average speed of movement (v=1.2
m/s) was deduced by estimating the average distance
walked by mobile users over their trip time. Mobile
users followed six different trajectories, according to
the street layout in both directions, which accounted
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Fig. 8. a) Six different trajectories followed by a mobile node. The actual location of five Access Points is
represented by [J. Centroids calculated by DoE are indicated by O. b) Sensor data related to a mobile node
acceleration (top), azimuth (middle) and the reconstructed trajectory (bottom).

for twelve different constellations. It is important to
mention that the mobile devices did not have any
additional hardware at their disposal other than their
WiFi interfaces. These experiments were performed
during normal office hours. The users carrying mo-
bile devices followed rectilinear trajectories along the
sidewalks, but they occasionally had to stop before
crossing a street.

While we found dozens of WiFi sources, we only
focused on ten of them because their locations were
identifiable from the streets. In Figure 9, real and
estimated positions of ten static nodes are represented
by O and O, respectively. The mean distance error
between real and estimated positions of nodes for this
set of experiments fluctuated between 6 and 24 m,
with an average error of 15 m. While these errors were
larger compared to the university campus experiment,
we consider it to be good, especially if we take into
account the presence of many tall buildings affecting
the propagation characteristics, and the fact that mo-
bile devices did not always move at the previously
assumed speed.

5 DoE APPLICATIONS

We believe DoE could have a broader set of applica-
tions than many location methods reported in the lit-
erature because no other method provides static node
location information without involving such nodes in
the location process. In addition, DoE is relatively

i ey : §
200 £t ]
Lat./Long.: 19.393468°, —99.170631°
50 m

Fig. 9. A residential area in Mexico City where the
streets follow the typical grid layout.

simple to implement. The proposal could practically
work in any kind of wireless network as long as
there is direct communication among neighboring
nodes and node mobility. For the same reasons, we
think that DoE would be more suitable for wireless
local area networks involving mobile nodes (either
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infrastructure-based WLANs or MANETs), wireless
sensor networks (WSNs) or wireless personal net-
works (WPANSs) deployed in outdoor environments.

DoE information may also be used in social net-
works and location-aware services. In particular, these
applications could guide roaming users to places
where they can find another person or a service
provider in large outdoor sites or open spaces (cam-
puses, stadiums, warehouses, markets, stores, etc.),
locate a vehicle in a parking lot or discover some
network devices with wireless interfaces (printers,
access points, routers, etc.).

In the field of ad hoc networks, DoE information
can be used to enhance the operation of flooding, rout-
ing and relaying techniques. In other words, location
information can be used to: a) demarcate a smaller
region of the network where flooding will take place;
b) indicate where the destination node is located; or
c) select a relaying node that is moving in a direction
that is likely to physically reach a node of interest and
deliver a message directly. Consequently, DoE could
reduce network congestion, especially in large-sized
wireless networks with high node density where most
related protocols do not scale well.

Another field where DoE information may be used
is wireless sensor networks (WSNs). In WSN, data col-
lected by sensor nodes may be completely irrelevant
if no location information is provided. On the other
hand, it is common for a WSN to involve a random
and dense deployment of sensor nodes, which makes
it complex to determine the position of all nodes.
Once the sensors have been deployed, DoE could be
implemented by one or several mobile nodes only
dedicated to estimate the position of each sensor in
the network.

6 CoNCLUSIONS

In this work, we propose an alternative method to
locate static nodes in wireless networks. DoE (Direc-
tion of Encounter) takes advantage of node mobility
and node detection without using traditional location
systems or specialized location hardware, such as a
GPS receiver. DoE is based on the principle that mo-
bile nodes are able to detect the presence and absence
of nearby nodes as they enter or leave their coverage
regions. In order to establish the relative position of
any neighboring node, mobile nodes must register
the instants in which the first and last encounter with
nearby nodes occurred. Mobile nodes can use this
information to estimate neighboring nodes’ relative
position by referencing them to their trajectories (e.g.,
a specific neighboring node can be placed in a position
ahead, behind, left or right from the actual direction
of the mobile node). Information about the static
node positions is exchanged among mobile nodes.
Such information may be used by roaming nodes
to estimate the direction where a specific node or
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a group of nodes can be found. DoE considers two
different modes of operation: general and grid. In gen-
eral mode, mobile nodes are free to move following
arbitrary trajectories at variable speeds, in which case
the use of an inertial navigation system is required.
In grid mode, it is assumed that mobile devices
move along rectilinear trajectories at a constant speed,
which extends the use of DoE in devices having only
a wireless interface. DoE location accuracy has been
evaluated by simulations and experiments under a
diversity of conditions, such as fluctuations in the
wireless transmission range and a variable number
of mobile nodes with different trajectories. In general,
the results obtained by this evaluation show that DoE
exhibits acceptable margins of error for both modes of
operation. It is worth pointing out that DoE location
accuracy increases as more mobile nodes travel across
the area of interest and it reaches steady state with
just a few mobile nodes. To the best of the authors’
knowledge, this is the first time that node mobility is
used as the basis of a location method.
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