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Abstract We experimentally investigate the performance of an active and passive optical fron-
thaul to be employed in a cloud/centralized radio access network (C-RAN) architecture based on
software-defined radio (SDR) for 4G systems, and we discuss the viability to integrate these
fronthaul configurations in coexisting 4G/5G systems based on SDR by considering the recon-
figurable characteristics of SDRs and the capacity and latency characteristics of the optical fron-
thaul. The active optical fronthaul consists of two transponders employing dense wavelength
division multiplexing (DWDM), whereas the passive optical fronthaul consists of a point-to-
point scheme based on DWDM only. To perform a comparative study between the active and
passive optical fronthaul in the C-RAN architecture, we have measured the throughput (bit rate)
generated via iPerf® for uplink and downlink transmissions at different DWDM channels, and
we analyze the losses and latency presented in both optical fronthaul schemes. We found that for
different optical fronthaul lengths up to 21.76 km, the bit rate is practically the same for the
passive and active fronthaul despite the higher optical losses present in the passive fronthaul
in comparison to the active fronthaul. In addition, the latency among active and passive fronthaul
are almost similar with an estimated increment of 20 μs in the active fronthaul. These results are
independently of the number of remote radio heads (RRHs) and user equipment (UEs) consid-
ered in the C-RAN architecture. Our findings put forward the proposed DWDM passive fron-
thaul as a viable, less complex, and cost-sensitive solution for C-RAN systems with fronthaul
lengths up to 21.76 km. These results and all the experiences reported on the C-RAN imple-
mentation provide valuable information to design and develop 4G and 5G C-RAN architectures
based on SDR with the capability to operate in a DWDM optical fronthaul infrastructure.© 2022
Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.61.XX.XXXXXX]
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1 Introduction

Since its inception, mobile communications networks have been experiencing continuous
growth in traffic demand. According to Ref. 1, between 2019 and 2025, mobile traffic is
expected to grow at an annual rate of 31%. To fulfill the future market demands, it is necessary
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to evolve from the actual 4G networks toward a new generation of mobile communications, the
5G network. During this transition, both 4G and 5G technologies must coexist adequately and
satisfy together the growing connectivity demand.2,3 By 2025, it is expected that 5G networks
will carry 45% of the total mobile data traffic. This new technology will foster new services, such
as autonomous driving, augmented reality, virtual reality, and Internet of Things (IoT).1,4

The future 4G/5G network deployment imposes a great variety of technological challenges,
most of them related to the Radio Access Network (RAN). As a result, several solutions have
been proposed. The most recent versions of 4G long-term evolution (LTE) and 5G-NR networks
rely on a centralized-radio access network (C-RAN).5,6 In C-RANs, the mobile base station func-
tions are distributed between the remote radio heads (RRHs) and the base band processing units
(BBUs). A communication link is then defined between RRHs and BBUs, which is referred to as
the fronthaul. The multiple RRHs, which are deployed closer to the end users in different geo-
graphical locations, perform the radio signal processing and generate their corresponding digital
data, which are transmitted to the BBU using the fronthaul link. This digital transmission can be
done using standard protocols like the common public radio interface (CPRI), the open base
station architecture initiative (OBSAI), or Ethernet.6,7 The BBUs, located in the same central
office, also called the BBU pool, receive the digital data and process the information in
base-band for the next communication layers. Afterward, the BBUs are connected to the
core/backbone via the evolved packet core (EPC) using a backhaul network. In general, the
adoption of a C-RAN architecture offers a reduction in energy consumption due to the sharing
of the base-band processing resources and the cooling infrastructure installed in the same BBU
pool. It reduces the implementation costs and makes it possible for a greener infrastructure.
Additionally, the opportunity to control hundreds of RRHs from the same BBU pool, improves
the system mobility and facilitates the network scalability, simplifying in this way the manage-
ment and operation of the fronthaul network.5,7,8

The fronthaul network is one of the most important elements of the C-RAN architecture.9

Fiber optics and wireless technology can be used as fronthaul networks in C-RAN architectures.
In particular, wireless technologies like microwaves are an alternative for short distance fronthaul
networks where fiber optics is physically or economically not an option. The wireless fronthaul
can be used in scenarios where an ultradense deployment of RRHs is implemented, however in
this case, the fronthaul is sensitive to weather fading and its length is limited to 1 km.7,8 On the
other hand, a fiber optic fronthaul can be implemented for long distances around 20 km, and it
can offer higher bandwidths with high reliability compared to a wireless fronthaul, which is
desirable in multiple dedicated services like telemedicine. Both, fiber optics and wireless can
also be combined to optimize the C-RAN architecture of a cellular network.10 Among all avail-
able technologies for fronthaul deployment, optical networks are preferred due to their low
latency (light propagates at around 5 μs∕km) and high transmission capacity.11–13 Several studies
have emerged to propose different optical configurations for the fronthaul, some of them focused
on the use of DWDM technologies in active and passive architectures.14–16 In the case of active
fronthaul, the information between RRHs and BBUs is transmitted using DWDM channels at
wavelengths laying in the C-band. This solution, unfortunately, requires optic-electric-optic
(OEO) transponders for conversion of the 1310 nm optical signals coming from the RRHs and
the BBUs to DWDM signals operating at around 1550 nm and vice versa. In the case of a passive
optical fronthaul, several proposals consider the current infrastructure of commercial DWDM
passive optical networks (PON) composed of an Optical Line Terminal (OLT) and multiple opti-
cal network units (ONUs) distributed in coordinate multipoints (CoMP) or point-to-point (PtP)
configurations. The OLT and ONUs contain optical transceivers that generate the DWDM chan-
nels to be transmitted between the BBUs and RRHs. Hence, the C-RAN is built over the PON
infrastructure, which is not necessarily an optimum approach. It is then clear that there is not
enough research on passive optical fronthaul configurations. In particular, those where the RRHs
and BBUs directly transmit and receive the digital data traffic at DWDM wavelengths without
the use of OLT and ONU components. This issue, hence, has to be explored from a deployment
perspective to design passive optical fronthaul alternatives that are less complex and more cost-
effective. This is one of the topics investigated in this work.

Additional research has been carried out to analyze the capabilities of time division multi-
plexing (TDM) in PON systems as optical passive fronthaul in C-RAN architectures. These
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studies have demonstrated fronthaul bandwidths higher than 10 Gb∕s and a reduction of the
latency caused by the bandwidth allocation performed by the OLT to different ONUs.17,18

More significant improvements in bandwidth and latency have been obtained in passive optical
fronthaul schemes using a combination of TDM and WDM, also named TWDM.19,20 Other, more
advanced fronthaul proposals, rely on the use of spatial division multiplexing (SDM) over multi-
core fibers (MCF),21 hybrid combinations of SDM and DWDM,22–24 and even a hybrid fiber-FSO
(free-space optics) fronthaul.3,25 All these studies have been performed with the goal of enhancing
the fronthaul flexibility to simultaneously transmit data traffic generated by different radio access
technologies present in 5G and 4G networks; however, these solutions increase the deployment
costs of the C-RAN architecture. In general, all these optical fronthaul schemes must meet strict
bandwidth and latency constraints for 5G mobile systems that are not necessarily required in 4G.
For example, the 5G optical fronthaul must support data transmission of around 100 Gb∕s and
must comply with a maximum total round-trip latency of up to 250 μs between the RRH and
BBU.25–30 If these constraints are met, the optical fronthaul can satisfy transmission scenarios
where 4G and 5G networks operate simultaneously using the same optical fronthaul, a situation
that will occur frequently during the gradual process of the 5G network deployment in places
where 4G has a significant presence. This 4G/5G coexistence is also consequence of the release
15 specifications of the third generation partnership project (3GPP), which states that the initial 5G
deployments will be based on a nonstandalone (NSA) architecture, with a partial reuse of the
legacy 4G-LTE infrastructure in combination with multiple radio access technologies.31

From the statements mentioned above, it results natural to analyze how the optical transport
in C-RAN architectures can be reconfigured at the lowest possible cost, to simultaneously oper-
ate in 4G and 5G, or only in 5G, according to the mobile traffic demand present in the coverage
area. An appealing approach to design and implement flexible and reconfigurable C-RAN archi-
tectures is the use of virtual machines for the RAN and core elements, which simplify and reduce
the deployment and operation cost of mobile networks. This virtualization of network elements
allows for a scalable network that improves the resource utilization.5,32,33 Software-defined net-
works (SDNs) are one alternative to implement this virtualization. According to the SDN con-
cept, resources in each network segment, i.e., radio and transport, are managed in a control plane
without the involvement of the management interfaces.34,35 In this way, the SDN platform can
reconfigure paths to divert the traffic between the RRUs and BBUs, without having to send
engineers to sites. In the SDN, the key elements of 4G and 5G networks, like RRH’s, BBU’s,
and the EPC, are programmed in software-defined hardware, preferably using open source soft-
ware provided by initiatives like open air interface (OAI36) or software radio system (SRS37),
which are in compliance with the 3GPP standards.32,38 Both are feasible and stable platforms
for implementing software-defined 4G/5G RAN.32,39 In particular, the SRS software is more
modular and easier to customize than OAI, but OAI is more computationally efficient than
SRS.39 Additionally, both software can run on general computing platforms (x86) together with
off-the-shelf (OTS) software-defined radios (SDRs). A relevant example of SDR equipment
family that is suitable to develop 3GPP cellular networks is the ETTUS® Research Universal
Software Radio Peripheral (USRP),40 which can interoperate with commercial equipment and
transmit digital data with CPRI and Ethernet protocols.41,42 The use of this flexible alternative
makes the implementation of compliant 4G and 5G mobile networks more accessible at indus-
trial and academic levels; however, the SDN technology is at the beginning of a long evolution
road and further investigation must be performed to explore the capabilities of SDN to operate
4G and 5Gmobile networks. To contribute to this continuous progress in SDN research, it results
important to investigate the performance of 4G/5G C-RAN architectures based on SDR by
considering different optical fronthaul configurations and exploring the capabilities of SDN,
thus achieving a flexible and reconfigurable low-cost operation of coexisting 4G/5G C-RAN
architectures to manage a variety of mobile traffic demands.

Under this context, in this paper, we experimentally investigate the operation of an active
and passive optical fronthaul based on DWDM in a 4G C-RAN architecture based on SDR.
Moreover, we discuss how these architectures can also be employed in future coexisting
4G/5G systems by considering the reconfigurability of SDRs and the capacity and latency
characteristics of the active and passive DWDM optical fronthaul. The principal contributions
originated from this study can be summarized as follows:
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1. A comparative analysis of a passive and active DWDM optical fronthaul using different
fiber lengths of up to 21.76 km for coexisting 4G/5G C-RAN architectures based on SDR.
This comparative analysis using different optical fronthaul lengths in C-RAN architectures
based on SDR has not been reported before.

2. A proposal of DWDM passive optical fronthaul, where the RRHs and BBUs directly
transmit and receive the digital data traffic at DWDM wavelengths without the use of
OLT and ONU components, can serve as a viable, less complex, and cost-sensitive
solution for C-RAN systems based on SDR with fronthaul lengths up to 21.76 km.

3. Assessment of the capabilities of SDR to implement a flexible and reconfigurable low-cost
operation of coexisting 4G/5G C-RAN architectures considering a variety of mobile traffic
demands produced by the interconnection of multiple UEs to different USRP radios.
To the best of our knowledge, this is the first formal study to address this investigation.

The paper is organized as follows. In Sec. 2, we present the proposed active and passive
C-RAN architectures and their corresponding experimental setup, where the optical and radio
systems are detailed. In Sec. 3, we present the optical characterization of the active and passive
DWDM fronthaul. In Sec. 4, we demonstrate the technical feasibility of both active and passive
fronthaul to be used in C-RAN architectures by evaluating their performances through bit rate
measurements between the RRHs and the BBUs for downstreams and upstreams transmissions.
In Sec. 5, we discuss the comparison between the active and passive DWDM optical fronthaul
and the viability to integrate these fronthaul configurations in coexisting 4G/5G C-RAN archi-
tectures based on SDR. Finally, we present our conclusions in Sec. 6.

2 Proposed C-RAN Architectures

In this contribution, we consider two options of C-RAN architectures. The first one contains an
active optical fronthaul based on DWDM technology as it is presented in Fig. 1. In this option,
the optical fronthaul is based on the use of 10G transponders that convert the optical signals
generated by the SFP+10GBASE-LR transceivers, operating at 1310 nm, to DWDM wave-
lengths spectrally located in C-band and vice versa. The DWDM lanes are separated 200 GHz.
The setup also relies on the use of MUX/DEMUX passive optical components that allow the

Fig. 1 Setup for the C-RAN architecture with an active optical fronthaul. Two optical transponders
in the upstream and downstream directions are employed to convert the optical signals at 1310 nm
(gray lines) to different DWDM channels (colored lines) and vice versa. Four DWDM channels
are transmitted in the active optical fronthaul: Ch. 28, λ ¼ 1554.94 nm, Ch. 30, λ ¼ 1553.32 nm,
Ch. 32, λ ¼ 1551.72 nm, and Ch. 34, λ ¼ 1550.10 nm.
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transmission of DWDM channels along the G.652-compliant full-duplex optical link that inter-
connects the RRHs and their corresponding BBUs, also called eNodeBs and gNodeBs in 4G and
5G configurations, respectively. In our setup, the DWDM optical link length can be gradually
incremented to reach up to 21.76 km to evaluate the effects of the optical fronthaul length in the
4G and 5G network performance.

As it is shown in Fig. 1, the RRHs consist of software-defined radios (Ettus Research X310)
that employ the USRP hardware. 10G Ethernet interfaces perform digital optical communication
to the eNodeB.39 Due to availability, we only considered four RRHs, but this quantity can be
scaled in accordance with the maximum quantity of DWDM channels supported by the optical
fronthaul. In the same way, the corresponding four eNodeBs are implemented in four Dell
Precision 3630 desktop computers (Intel Core i7) running Ubuntu 16.04.6 LTS together with
an ixgbe 5.1.0-k controller. The EPC is implemented in a Dell Precision R7920 server (Intel
Xeon Bronze 3204) and interconnected to the eNodeBs using a 10GbE optical switch and
multiple full-duplex optical patch cords operating with gray (λ ¼ 1310 nm) optics. The RRH,
eNodeB, and EPC are then based on the software-defined network (SDN) paradigm, and their
functions are programmed using the open source SDR 4G/5G software suite provided by SRS,43

Release srsLTE 20.04.44 Finally, in the proposed setup, we have employed commercial cell-
phones (Xiaomi® Redmi 9A) as user equipments (UEs), and a software-defined radio (Ettus
Research B210) as an additional UE, whose functions were also programmed in Ubuntu OS
using the srsLTE software and a Dell G7 laptop. In this way, we can analyze the network per-
formance of the C-RAN architecture based on SDR using two different types of UEs, as it is
shown in Fig. 1 for RRH 1.

For the second option of SDR-based C-RAN architecture, we have considered a passive
optical fronthaul based on DWDM technology. It is presented in Fig. 2. In this option, the optical
signals at DWDM wavelengths (C-band) are directly generated by the SFP+ 10GBASE-ER
transceivers plugged into the network interface cards installed on the RRHs and eNodeBs.
This C-RAN architecture does not require active components along the optical fiber link to trans-
mit the DWDM channels. Hence, with respect to the active solution, the passive option repre-
sents a less complex and less expensive solution. It still requires, however, the use of a passive
MUX/DEMUX pair as shown in Fig. 2. The DWDM optical link length of the passive option can
also be gradually incremented to reach 21.76 km. We have also considered four RRH’s with their
corresponding four eNodeBs, which in turn are connected to the EPC as in the active solution.
The RRHs, eNodeBs, and EPC are also programmed in Ubuntu OS using the open source

Fig. 2 Setup for the C-RAN architecture with a passive optical fronthaul. No optical active equip-
ment is required to convert and transmit DWDM channels (colored lines) through the optical link.
Four DWDM channels are considered: Ch. 29, λ ¼ 1554.13 nm, Ch. 31, λ ¼ 1552.52 nm, Ch. 33,
λ ¼ 1550.91 nm, and Ch. 35, λ ¼ 1549.31 nm.
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srsLTE software. It is important to mention that the DWDM channels transmitted in the passive
fronthaul correspond to channels 29, 31, 33, and 35, spaced 200 GHz apart. In contrast, the
DWDM channels transmitted in the active fronthaul correspond to channels 28, 30, 32, and
34. All these channels follow the nomenclature based on the ITU-T G.694.1 recommendation
for the DWDM frequency grid.45 This different selection of DWDM channels transmitted in the
active and passive fronthaul arises from the fact that, with this choice, it is possible to set up in
the future a hybrid configuration using an active and passive optical fronthaul simultaneously
and transmit up to eight DWDM channels through the optical link. In this sense, it is worth
mentioning that the employed optical transponders and the MUX/DEMUX components can
support up to eight DWDM channels, from channel 28 to 35. In this work, we separately present
the analysis of both individual architectures (active and passive).

Table 1 shows more details about the radio frequency (RF) and optical equipments employed
in both proposed C-RAN architectures. Special mention must be made to the transceivers and
network interface cards because these must be properly selected to be compatible. According
to our experience, the network interface card Ethernet X520-LR2 provided by Intel® can
operate correctly with the following gray transceivers SFP+ 10GBASE-LR @1310 nm:
FTLX1471D3BCV-IT from Intel®, and FTLX1472M3BCL from Finisar®, as well as, it can also
operate with colored transceivers SFP+ 10GBASE-ER DWDM provided by SmartOptics® and
SolidOptics®. Additionally, the network interface cards are installed on the USRP radios and
PC’s using their respective PCI Express x16 v2.0 slots.

3 Characterization of Optical Components

To continue with the description of the proposed architectures, it is important to remark that the
principal interest of this work is to analyze and compare the operation of an active and a passive
optical fronthaul based on DWDM in the C-RAN architecture based on SDR. In this sense,

Table 1 RF and optical equipment.

Equipment Quantity Description

USRP RRH 4 USRP Ettus Research X310, Ref. 41

USRP UE 1 USRP Ettus Research B210, Ref. 42

Cellphone UE 8 Xiaomi Redmi 9A

Antennas 10 VERT2450 for TX and RX with 3 dBi gain from Ettus Research

eNodeB 4 Intel Core i7-9700 (eight cores, eight threads) @ 3 GHz, 16 GB of
DDR4 RAM

Optical switch 1 Catalyst WS-C3850-24XS-S from Cisco®

EPC 1 Workstation Dell Precision R7920

Optical fiber 21.7 km Standard single monomode fiber (ITU-T G.652.D), Ref. 46

DWDM MUX/DEMUX 2 With capacity to multiplex up to eight DWDM channels: 28, 29, 30,
31, 32, 33, 34, 35 from PacketLight®

Optical transponders (optical-
electrical-optical converters)

2 PL1000TE from PacketLight®

Network interface card 8 Dual SFP+ Ports @10 Gbps with 10GBASE-ER and 10GBASE-
LR support from Intel®

Transceiver (colored optics) 8 SFP+ 10GBASE-ER DWDM channels 28,30,32,34 from
PacketLight®, channels 29 and 33 from SolidOptics® and
channels 31 and 35 from SmartOptics®

Transceiver (gray optics) 18 SFP+ 10GBASE-LR @1310 nm from Intel® or Finisar®

Optical Patchcords 13 10 m length with LC UPC connectors
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it is important to characterize the optical components employed in both active and passive
fronthaul networks.

3.1 Optical Transceivers

With respect to the gray transceivers, these are only employed to transmit 1310 nm optical sig-
nals along short optical patch cords of 10 m length, which are identified as gray lines in Figs. 1
and 2. As a consequence, no problems are found in the C-RAN performance caused by these
transceivers. In particular, the gray transceivers SFP+10GBASE-LR contain a distributed feed-
back (DFB) diode laser as transmitter and a PIN photodiode as an optical receiver. To verify the
correct operation of the DFB laser of these gray transceivers, we also performed measurements
of the transmitter output power using an optical power meter and we obtained output power
values between −3.94 and −2.11 dBm, which fall within the allowed ranges specified in their
respective datasheets.

With respect to the colored optical transceivers SFP+ 10GBASE-ER DWDM, which transmit
at the DWDM channels 28 to 35, these contain an electro-absorption modulated laser (EML) as
transmitter and a PIN photodiode as an optical receiver. It is important to consider that these
optical signals pass through the filters that correspond to the MUX/DEMUX components, and
are transmitted up to 21.76 km along the DWDM optical link. Therefore, it is crucial to verify in
this case the correct operation of each of these DWDM transceivers in relation to their output
power, emission wavelength, and linewidth. Then, we perform laser optical power measurements
at the output of the EML lasers of each DWDM colored transceiver obtaining optical power
values ranging from 0.3 to 2.11 dBm. Again, all these power values lie within the allowed ranges
specified in their datasheets. In addition, we perform spectral measurements of the DWDM
signals emitted by these transceivers to analyze their emission wavelength and 3 dB linewidth.
In this case, the spectral measurements were carried out after the MUX/DEMUX components in
both upstream and downstream directions using an Anritsu® MS9740A optical spectrum ana-
lyzer (OSA). We obtained the results shown in Figs. 3(a) and 3(b), which correspond to the four
DWDM channels transmitted in the active and passive fronthaul in upstream direction, respec-
tively. Similar spectral results are obtained in downstream direction. In Fig. 3, we can visualize
the DWDM channels at the beginning of the optical link, just after the MUX component (blue
curves), and at the end of the optical link with 21.7 km of fiber length, just before the DEMUX
component (red curves). According to the spectral measurements shown in Fig. 3, the emission
wavelengths of the colored transceivers coincide with the DWDM channels 28, 30, 32, and 34
for the active optical fronthaul, and with the DWDM channels 29, 31, 33, and 35 for the passive
optical fronthaul; however, slight differences in emission wavelength lower than 0.08 nm are
presented in both cases. In addition, the 3 dB linewidth measurements obtained from Fig. 3
for all DWDM channels transmitted in the active and passive fronthaul present values between
0.05 and 0.09 nm, which also lie within the allowed ranges described in their respective data-
sheets. In these measurements, the OSAwavelength resolution was set to 0.03 nm. Additionally,
from the spectral measurements, we have calculated the optical signal-to-noise ratio (OSNR) of
each DWDM channel after the MUX component, i.e., just at the beginning of the DWDM optical
link (see blue curves in Fig. 3). Excellent OSNR values within the range of 55 to 56 dB for the
active fronthaul, and OSNR values within the range of 55 dB to 57 dB for the passive fronthaul,
were measured. In general, the DWDM channels do not present distortion at the end of the
optical fiber caused by nonlinear fiber effects and their OSNR values are not modified along
the optical link (see red curves in Fig. 3). This behavior is expected considering the low input
powers and the high channel spacing (200 GHz) employed in the DWDM optical transmission
experiments, even when 21.76 km of fiber were employed. The negligible nonlinear effects
observed in our WDM measurements are in accordance with Ref. 47, where four DWDM chan-
nels spaced 200GHz apart were transmitted along a fronthaul length of 20km using a standard
single-mode fiber (SSMF), similar to the one employed in our fronthaul link. In this scenario, an
optical power per DWDM channel of 10.5 dBm is required to appreciate four-wave-mixing
(FWM) and cross-phase modulation (XPM) effects among all DWDM channels in C-Band.
This is not our case because the maximum optical power measured for the colored DWDM
transceivers used in our experiment was þ2.11 dBm, launched into an optical link exhibiting
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high losses. Similarly, we can also expect low power penalties due to chromatic dispersion
effects for each DWDM channel. This is due to the fact that for NRZ transmission at 10 Gb∕s
in an SSMF fiber at around 1550 nm, a fiber length of ∼70 km is required to obtain a dispersion
power penalty of 1 dB,48 which is far too long as compared with the fiber length used in our
testbed.

According to Fig. 3, by comparing the spectral powers of the blue and red curves, we can
estimate the loss that presents each DWDM channel transmitted along 21.7 km of fiber length,
which is 9.2 dB for upstream direction. In the case of downstream direction, this loss is 9.4 dB.
These loss measurements correspond only to the optical fiber link and do not include the inser-
tion loss (IL) of the MUX/DEMUX components. To consider these IL, we carried out optical
power measurements of each DWDM channel before and after the MUX/DEMUX component
and by comparing these power measurements, we obtained IL values of 2.5 dB for each com-
ponent. It indicates that the losses of each DWDM channel in the complete fronthaul scheme,
including those pertaining to the optical fiber link and both MUX/DEMUX components, can
reach 14.2 and 14.4 dB in the upstream and downstream directions, respectively.

3.2 Optical Fiber Link

In order to verify and describe in detail the losses and attenuation present in the full-duplex
DWDM optical fiber link, we perform measurements using an optical time domain reflectometer

Fig. 3 Spectral measurements of four DWDM channels transmitted in the (a) active (even chan-
nels) and (b) passive (odd channels) optical fronthaul. The measurements were acquired after
the multiplexer (MUX) in the upstream direction. Similar spectral measurements are obtained for
the downstream direction. Blue and red curves correspond to DWDM channels at the beginning
and at the end of the optical link with 21.76 km of fiber length. The DWDM channels are spaced
200 GHz (1.6 nm) apart.
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(OTDR) in upstream and downstream directions. In the OTDR settings we select 1550 nm as the
operation wavelength, and 100 ns as pulse width. The OTDR trace for the optical fiber link used
for upstream transmission is shown in Fig. 4. According to this trace, we can identify three
principal optical fiber sections, the first one, 9.91 km long, the second one, 8.55 km long, and
the last one, 3.3 km long. These three fiber sections are joined together using fiber optics
mechanical connectors. This particular configuration allows us to modify the optical fiber link
according to the following lengths: 9.91, 18.46, and 21.76 km. In this way, we can evaluate the
effects of the optical fronthaul length on the network performance of the proposed C-RAN archi-
tecture. For this specific OTDR trace, we can measure an accumulative loss of 9.2 dB along the
21.76 km of optical fiber. It verifies the previous fiber link loss measurement obtained with the
OSA in the upstream direction. This excessive loss is mainly caused by the multiple mechanical
splices placed inside the first and third fiber sections. Note that the second fiber section contains
multiple fusion splices that do not generate optical reflections. Although this poorly spliced fiber
infrastructure is, perhaps, not commonly found in ad-hoc fronthaul deployments, we decided to
work with it because it represents an interesting worst-case scenario that operators might find in
practice. At this point, it is important to remark on the importance of maintaining the optical fiber
connectors clean in all the mechanical splices found in the optical link, because according to
our experience, a dirty or contaminated connector can produce a network failure, mainly when
dealing with fiber lengths longer than 20 km, like the one employed in the present work. It is
important to note again that all these OTDR measurements only consider the optical link up to
21.7 km of fiber length and do not include the MUX/DEMUX IL.

The downstream transmission OTDR trace is shown in Fig. 5. There we can identify again
three optical fiber sections with the same lengths reported in Fig. 4, but with different losses
caused by the mechanical and fusion splices. For this specific OTDR trace, we can measure an
accumulative loss of 9.4 dB along the 21.76 km of fiber, which is close to the accumulative loss
reported in Fig. 4. Again, the accumulative loss of this OTDR trace verifies the previous fiber
link loss measurement obtained with the OSA for the downstream direction. We also found that
this imbalance in the accumulative losses of 9.2 and 9.4 dB in the optical link for upstream and
downstream transmissions, respectively, does not affect the network performance of the C-RAN
architecture, as will be shown in the next section.

4 Performance Evaluation Results

In this section, we evaluate the network performance of the C-RAN architecture using the active
and passive DWDM optical fronthaul. It consists of measuring the throughput (bit rate)

Fig. 4 OTDR trace of the fiber link in the upstream direction. The optical fronthaul is composed of
three different fiber sections joined together with mechanical connectors. The maximum fiber
length is 21.76 km with an accumulative loss of 9.2 dB. These measurements do not consider
the insertion loss of the MUX/DEMUX components.
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transmitted in the cellular network for upstream and downstream transmissions. The data traffic
is generated using the tool iPerf®, which is an open-source traffic generation module that runs in
Ubuntu and other operating systems. It allows us to obtain data transfer characteristics like the
bandwidth and throughput of a cellular network,49 and it has been used in other studies for evalu-
ating the throughput in SDR 4G/5G networks.50–52 Particularly, the bidirectional data transfer-
ences (from EPC to UEs, i.e., the downstream transmission, and UEs to EPC, i.e., the upstream
transmission) using the transfer control protocol (TCP) were performed for 2 min, and they
were repeated four times in order to obtain an average value. In addition, it is possible to obtain
a theoretical throughput based on the LTE (long-term-evolution) standard by following the
procedure described in Ref. 53, which involves different parameters of the LTE physical layer
(PHY), like the modulation coding scheme (MCS), bandwidth (BW), and resources blocks
(RBs), among others. In this way, we can perform a comparison between theoretical and
measured throughput for upstream and downstream transmissions in the C-RAN architecture.
In these calculations, we consider typical BW values of 10 and 15 MHz supported by the URSP
devices and employed in 4G-LTE systems, however, the 20 MHz BW channel of 4G-LTE was
no possible to test due to signal processing limitations of the USRP devices. For consistency,
and to avoid the introduction of external factors to the fronthaul evaluation, in all measurements,
the separation between the UE and the RRH considered in this work was set to 1 m. Additionally,
the optical fronthaul length can be varied from 0 to 21.76 km. Once we have considered these
conditions, we can proceed to measure the throughput using the active and passive optical
fronthaul.

As a first step, we perform the throughput measurements using the USRP (Ettus Research
B210) as UE connected to the RRH 1. The results of the theoretical and measured throughput for
different active and passive fronthaul lengths are shown in Tables 2 and 3 for downstream and
upstream transmissions, respectively. The bandwidth was set to BW ¼ 10 MHz. In this scenario,
the DWDM channel 28 (29) is used in the active (passive) fronthaul to communicate the RRH 1
with the eNodeB 1 (Figs. 1 and 2).

Similarly, the results of the theoretical and measured throughput for downstream and
upstream transmissions, now using a BW ¼ 15 MHz, are shown in Tables 4 and 5.

According to the results shown in Tables 2 and 3 for a BW ¼ 10 MHz, and Tables 4 and 5 for
a BW ¼ 15 MHz, we can state that the measured throughput in downstream and upstream trans-
missions does not depend on the fronthaul length, irrespective of the configuration, that is, pas-
sive or active. Consequently, for a given table, the deviation between theoretical and measured
throughput remains practically the same at different fronthaul lengths. Clearly, as expected by
design, the throughput in the upstream direction for both BW values is lower than the throughput

Fig. 5 OTDR trace of the fiber link in the downstream direction. The optical fronthaul is composed
of three different fiber sections that can be joined using mechanical connectors. The maximum
fiber length is 21.76 km with an accumulative loss of 9.4 dB. These measurements do not consider
the insertion loss of the MUX/DEMUX components.
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in the downstream direction, with higher values shown by the wider BW.46 Nonetheless, it is
interesting to note that the percent deviation values between the theoretical and measured
throughput are similar for different BWs (10 and 15 MHz). These percent deviations must
be reduced in the future to improve the network performance of the SDR-based C-RAN archi-
tecture. In this sense, the origin of these differences between the theoretical and measured
throughput must be also analyzed in detail considering other BW values and more UEs con-
nected to the same USRP radio because these analyses can provide more information about the

Table 2 Throughput for downstream transmission using a radio as UE in the C-RAN architecture
with an active and passive optical fronthaul with different fiber lengths. The UE consists of a radio
(USRP B210) that transmits to the RRH 1 with a BW = 10 MHz channel. A comparison between
theoretical and measured throughput is also shown.

Optical fronthaul
length (km)

Measured throughput
in the cellular network

(Mb/s)

Theoretical throughput
based on the LTE
standard (Mb/s)

Percent deviation between
theoretical and measured

throughput (%)

Passive optical fronthaul

0 34.93 38.01 8.10

9.91 34.93 38.01 8.10

18.46 35.03 38.01 7.84

21.76 34.93 38.01 8.10

Active optical fronthaul

0 34.93 38.01 8.10

9.91 35.03 38.01 7.84

18.46 35.03 38.01 7.80

21.76 34.93 38.01 8.104

Table 3 Throughput for upstream transmission using a radio as UE in the C-RAN architecture
with an active and passive optical fronthaul with different fiber lengths. The UE consists of a radio
(USRP B210) that transmits to the RRH 1 with a BW = 10 MHz channel. A comparison between
theoretical and measured throughput is also shown.

Optical fronthaul
length (km)

Measured throughput
in the cellular network

(Mb/s)

Theoretical throughput
based on the LTE
standard (Mb/s)

Percent deviation between
theoretical and measured

throughput (%)

Passive optical fronthaul

0 12.80 15.10 15.23

9.91 12.80 15.10 15.23

18.46 12.80 15.10 15.23

21.76 12.80 15.10 15.23

Active optical fronthaul

0 12.80 15.10 15.23

9.91 12.80 15.10 15.23

18.46 12.80 15.10 15.23

21.76 12.80 15.10 15.23
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capabilities and limitations of the SDR technology to manage a C-RAN architecture based on
USRP X310 radios and employing the SRS open-source software. In any case, the deviations
cannot be directly ascribed to the fronthaul configuration since these deviations are more likely
to be attributed to the modulation and coding scheme (MCS) employed by the UE according to
the RF received strength signal.

To extend our results, we consider the use of commercial cellphones (Xiaomi® Redmi 9A) as
UEs in the cellular network. Table 6 presents the theoretical and measured throughput, which are

Table 4 Throughput for downstream transmission using a radio as UE in the C-RAN architecture
with an active and passive optical fronthaul with different fiber lengths. The UE consists of a radio
(USRP B210) that transmits to the RRH 1 with a BW = 15 MHz channel. A comparison between
theoretical and measured throughput is also shown.

Optical fronthaul
length (km)

Measured throughput
in the cellular network

(Mb/s)

Theoretical throughput
based on the LTE
standard (Mb/s)

Percent deviation between
theoretical and measured

throughput (%)

Passive optical fronthaul

0 51.70 57.17 9.58

9.91 52.07 57.17 8.93

18.46 52.20 57.17 8.70

21.76 51.80 57.17 9.40

Active optical fronthaul

0 51.70 57.17 9.58

9.91 51.27 57.17 8.93

18.46 51.47 57.17 8.70

21.76 52.27 57.17 9.40

Table 5 Throughput for upstream transmission using a radio as UE in the C-RAN architecture
with an active and passive optical fronthaul with different fiber lengths. The UE consists of a radio
(USRP B210) that transmits to the RRH 1 with a BW = 15 MHz channel. A comparison between
theoretical and measured throughput is also shown.

Optical fronthaul
length (km)

Measured throughput
in the cellular network

(Mb/s)

Theoretical throughput
based on the LTE
standard (Mb/s)

Percent deviation between
theoretical and measured

throughput (%)

Passive optical fronthaul

0 18.90 22.40 15.62

9.91 18.90 22.40 15.62

18.46 18.90 22.40 15.62

21.76 18.90 22.40 15.62

Active optical fronthaul

0 18.90 22.40 15.62

9.91 18.83 22.40 15.92

18.46 18.90 22.40 15.62

21.76 18.90 22.40 15.62
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obtained by considering one cellphone (named UE 1) connected to the RRH 1 with a BW ¼
10 MHz channel (Fig. 1). These measurements cannot be repeated for BW ¼ 15 MHz because
the commercial cellphones that we used do not support bandwidth values higher than 10MHz. In
addition, the results shown in Table 6 for downstream and upstream transmissions only corre-
spond to the case of an active optical fronthaul of 21.76 km. Following the trend observed in
Tables 2–5, very similar results are obtained for shorter fiber lengths. The throughput measure-
ments carried out in the passive fronthaul for all fiber lengths led to practically the same results
and hence they were omitted. In this sense, the results shown in Table 6 once again exhibit the
important characteristic of independence of the fronthaul length or the type of fronthaul (active or
passive) used in the C-RAN architecture.

If we compare the results shown in Table 6 with those shown in Tables 2 and 3 for 21.74 km
of fronthaul length, we note that the throughput measurements have similar values when we use a
cellphone instead of a USRP B210 as UE. In addition, the differences between the theoretical
and measured throughput shown in Table 6 are 7.99% for downstream and 15.23% for upstream,
which are very close to those reported in Tables 2 and 3. It is worth mentioning that the results
shown in Tables 2, 3, and 6 are very similar to those shown in Ref. 51 between a USRP B210
acting as UE and two different commercial cellphones, where throughput values of 33 to
34 Mb∕s and 13 to 14 Mb∕s for downstream and upstream transmissions were reported using
a BW ¼ 10 MHz channel and the iPerf® tool respectively.

To obtain more insight into the throughput values in upstream and downstream transmis-
sions, we increased the number of cellphones connected to the RRH 1. Table 7 shows the theo-
retical and measured throughput obtained when two identical commercial cellphones (named
UE 1 and UE 2) are connected to the RRH 1 using a BW ¼ 10 MHz channel. Again, in Table 7,

Table 6 Throughput for downstream and upstream transmissions using one cellphone as UE in
the C-RAN architecture with an active optical fronthaul 21.76 km long. The UE consists of a cell-
phone (Redmi 9A, Xiaomi®) named UE 1 that transmits to the RRH 1 with aBW= 10MHz channel.
A comparison between theoretical and measured throughput is also shown.

UE

Total throughput
measured in the

cellular network(Mb/s)

Theoretical throughput
based on the LTE
standard (Mb/s)

Percent deviation between
theoretical and measured

throughput (%)

Downstream

UE 1 35.00 38.01 7.99

Upstream

UE 1 12.80 15.10 15.23

Table 7 Throughput for downstream and upstream transmissions using two cellphones as
UEs in the C-RAN with an active fronthaul 21.76 km long. The UEs are two cellphones (Xiaomi®

Redmi 9A) named UE1 and UE2, which transmit to the same RRH 1 with a BW = 10 MHz channel.
A comparison between theoretical and measured throughput is shown.

UE

Bitrate
measured with
iPerf (Mb/s)

Total throughput
measured in the

cellular network (Mb/s)

Theoretical throughput
based on the LTE
standard (Mb/s)

Percent deviation between
theoretical and measured

throughput (%)

Downstream

UE 1 10.33 30.66 33.67 8.92

UE 2 20.33

Upstream

UE 1 3.63 11.94 12.00 0.54

UE 2 8.31
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only the results for downstream and upstream corresponding to the case of an active fronthaul of
21.76 km are displayed. This is because, in agreement with Tables 2 and 3, the results do not
appreciably change when we employ shorter fronthaul lengths or a passive (instead of active)
fronthaul. In Table 7, we note that both cellphones UE 1 and UE 2 do not present a balanced bit
rate, but the sum of these bit rates, which correspond to the total throughput, present similar
(downstream) and lower deviations (upstream) with respect to the theoretical throughput in
comparison to the results shown in Table 6.

Now, we continue analyzing the throughput considering four and eight cellphones connected
to the RRH 1. The corresponding results of these scenarios are shown in Tables 8 and 9, respec-
tively. The aim of analyzing these scenarios is to evaluate the maximum quantity of UEs that can
be connected using the USRP X310 radio (employed as RRH 1) in the C-RAN architecture.

According to Table 8, the four cellphones identified as UE 1, UE 2, UE 3, and UE 4 present a
balanced bit rate distribution in comparison to the results shown in Table 7, where only two UEs
are considered. In addition, the total throughput shown in Table 8, which corresponds to the
sum of the bit rates obtained with all UEs, present lower percent deviations with respect to the
theoretical throughput in comparison to those shown in Table 6. At this point, it seems that when
the USRP X310 radios are connected to a higher number of UEs, a more stable and efficient
operation in the C-RAN architecture is observed.

In contrast, with respect to the results shown in Table 9, we can observe that the eight UEs do
not present a balanced bit rate, and the differences between the theoretical and the total measured
throughput are not improved in comparison to the results shown in Table 8 for a lower number of
UEs. In fact, we obtain a worse percent deviation in the upstream transmission. We attribute
these worse results in throughput to the fact that we might be reaching the maximum capacity
of the USRP X310 radio to support multiple UEs. Another reason is related to the position of the
UEs with respect to the RRH. In this scenario, we intended placing all the eight cellphones
together at 1 m distance from the RRH; however, as it is expected, some cellphones lie further
away from the RRH than others. Another possible reason is related to the way the eNodeB
performs the communication between the UEs with the RRH. In this sense, the eNodeB sched-
uler may not adequately realize the resource allocation among all UEs in both upstream and
downstream transmissions. According to these observations, further throughput measurements
must be performed in future works considering a higher number of UEs placed at different

Table 8 Throughput for downstream and upstream transmissions using four cellphones as UEs
in the C-RAN with an active optical fronthaul 21.76 km long. The UEs consist of four cellphones
(Xiaomi® Redmi 9A), which transmit to the same RRH 1 with a BW = 10 MHz channel. A com-
parison between theoretical and measured throughput is also shown.

UE
Bitrate measured
with iPerf (Mb/s)

Total throughput
measured in the

cellular network (Mb/s)

Theoretical throughput
based on the LTE
standard (Mb/s)

Percent deviation between
theoretical and measured

throughput (%)

Downstream

UE 1 8.14 28.79 29.05 0.08

UE 2 7.09

UE 3 6.91

UE 4 6.65

Upstream

UE 1 3.49 14.36 15.10 4.90

UE 2 3.52

UE 3 3.27

UE 4 4.08
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positions with respect to the same RRH to evaluate the scalability of the proposed C-RAN archi-
tecture based on these USRP X310 radios.

To follow with the assessment of the C-RAN architecture based on SDR using an active and
passive optical fronthaul, we proceed to evaluate the following challenging transmission sce-
nario, which consists of simultaneously operate four RRHs in the C-RAN architecture with two
cellphones attached to each of them. To avoid overlapping connections of the cellphones to
noncorresponding RRHs, every RRH is placed at least 5 m apart from each other and is operated
with different radio frequencies. In addition, all frequency bands (in 2.5 and 2.6 GHz) used in the
RRH (USRP) devices for the performance analysis were free bands that are still in the licensed
process of the Mexican Federal Telecommunications Institute or unused by the cellular network
operator. In particular, the RRH 1 operates at 2625 MHz for downstream and 2505 MHz for
upstream, the RRH 2 operates at 2645 MHz for downstream and 2525 MHz for upstream, the
RRH 3 operates at 2665 MHz for downstream and 2545 MHz for upstream, and finally, the RRH
4 operates at 2685 MHz for downstream and 2565 MHz for upstream. A frequency sweep was
made with the use of a spectrum analyzer in all the LTE frequency division duplexing FDD band
7 (1620 to 1690 MHz for downlink) to guarantee the free-interference condition at the test ambi-
ent. The throughput measurements considering this scenario are shown in Tables 10 and 11 for
downstream and upstream transmissions, respectively. In a similar way to Tables 6 and 7, the
throughput results shown in Tables 10 and 11 were obtained considering an active optical fron-
thaul of 21.76 km. The throughput measurements carried out in the passive fronthaul and for

Table 9 Throughput for downstream and upstream transmissions using eight cellphones as
UEs in the C-RAN with an active optical fronthaul 21.76 km long. The UEs consist of eight cell-
phones (Xiaomi® Redmi 9A), which transmit to the same RRH 1 with a BW = 10 MHz channel.
A comparison between theoretical and measured throughput is also shown.

UE
Bitrate measured
with iPerf (Mb/s)

Total throughput
measured in the

cellular network (Mb/s)

Theoretical throughput
based on the LTE
standard (Mb/s)

Percent deviation between
theoretical and measured

throughput (%)

Downstream

UE 1 5.87 33.49 33.67 0.53

UE 2 4.20

UE 3 3.99

UE 4 3.37

UE 5 4.25

UE 6 3.45

UE 7 3.73

UE 8 4.64

Upstream

UE 1 3.49 6.41 12 46.6

UE 2 3.52

UE 3 3.27

UE 4 4.08

UE 5 1.06

UE 6 0.82

UE 7 0.70

UE 8 0.68
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shorter fiber lengths led to practically the same results and again they were omitted. According to
Fig. 1, we used the DWDM optical channels 28, 30, 32, and 34 to communicate the radios RRH
1, RRH 2, RRH 3, and RRH 4 with the eNodeB 1, eNodeB 2, eNodeB 3, and eNodeB 4, respec-
tively. The throughput measurements shown in Tables 10 and 11 for each RRH are colored in
red, green, blue, and purple in correspondence to the colored DWDM channels 28, 30, 32, and
34, as described in Fig. 1.

In general, we can observe from Tables 10 and 11 that for each RRH, their respective UEs
present different measured bit rates, except for RRH 2 in upstream transmission. This unbalance
in throughput for each UE again is attributed to the position of both UEs with respect to the RRH

Table 10 Throughput for downstream transmission using two cellphones as UEs in each RRH
installed in the C-RAN with an active optical fronthaul 21.76 km long and using a BW = 10 MHz
channel. The UEs consist of commercial cellphones (Redmi 9A, Xiaomi®). A comparison between
theoretical and measured throughput is also shown.

RRH UE

Bitrate
measured with
iPerf (Mb/s)

Total throughput
measured in the

cellular network (Mb/s)

Theoretical throughput
based on the LTE
standard (Mb/s)

Percent deviation between
theoretical and measured

throughput (%)

RRH 1 UE 1 16.33 31.86 33.67 5.37

UE 2 15.53

RRH 2 UE 1 13.93 31.23 33.67 7.24

UE 2 17.30

RRH 3 UE 1 9.69 28.29 29.05 2.63

UE 2 18.60

RRH 4 UE 1 27.03 39.20 41.34 5.16

UE 2 12.17

TOTAL 130.58

Table 11 Throughput for upstream transmission using two cellphones as UEs in each RRH
installed in the C-RAN with an active optical fronthaul 21.76 km long and using a BW =
10 MHz channel. The UEs consist of commercial cellphones (Redmi 9A, Xiaomi®). A comparison
between theoretical and measured throughput is also shown.

RRH UE

Bitrate
measured with
iPerf (Mbits/s)

Total throughput
measured in the

cellular network (Mbits/s)

Theoretical throughput
based on the LTE
standard (Mbits/s)

Percent deviation between
theoretical and measured

throughput (%)

RRH 1 UE 1 6.67 13.44 15.01 10.46

UE 2 6.77

RRH 2 UE 1 6.74 13.48 15.01 10.17

UE 2 6.74

RRH 3 UE 1 6.84 13.61 15.01 9.30

UE 2 6.77

RRH 4 UE 1 3.29 13.59 15.01 9.46

UE 2 10.3

TOTAL 54.13
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and the way the eNodeB performs the link channel estimation between the UEs with the RRH.
We also identify that for each RRH, the sum of the bit rates for UE 1 and UE 2 that correspond to
the total throughput is maintained practically constant for all RRHs, and it occurs in both down-
stream and upstream transmissions. The only inconsequential exception might be RRH4 in
downstream direction. Further, the total throughput per RRH obtained in Tables 10 and 11 does
not exhibit large differences in comparison to their respective theoretical throughput values,
especially in the downstream case. Moreover, these throughput differences given in percent devi-
ations in Tables 10 and 11 are lower than those shown in Table 6, hence indicating a correct
operation of the DWDM active and passive fronthaul to communicate the four USRP X310
radios with their respective four eNodeBs, at different DWDMwavelengths in the C-RAN archi-
tecture. In fact, for either upstream and downstream transmission, every RRH is connected, shar-
ing the same optical fiber, to its corresponding eNodeB by setting up a different logical
connection via different wavelengths. The optical channel independence is guaranteed by the
extremely low linear and nonlinear cross-talk exhibited by the fronthaul as discussed in Sec. 2.

5 Discussion

It is interesting to remark that the throughput measurements and consequently the differences
between theoretical and measured throughput observed in Tables 10 and 11 for both upstream
and downstream transmissions, do not depend on the fronthaul length, the type of fronthaul
employed (either active or passive), or the number of RRHs activated in the C-RAN architecture.
Based on these observations, we can also state that the effect of using different DWDM channels
in Tables 10 and 11 have no influence on the throughput measurements and that we could have
even exchange the wavelength assigned to each RRH-eNodeB connection with no consequences
to the network performance. With this analysis, we can confirm the suitability of the proposed
C-RAN architectures described in Figs. 1 and 2 to scale the number of UEs and RRHs by
correspondingly varying the number of DWDM lanes, setting up effectively independent logical
connections between every RRH and eNodeB. This increment in transmission capacity can be
observed in the total value obtained by the sum of the measured bit rates given in Tables 10 and
11 for downstream (130.50 Mbits∕s) and upstream (50.13 Mbits∕s), respectively. According to
these results, it is expected that, by considering multiple DWDM channels transmitting at higher
bit rates, the proposed active and passive fronthaul will present no problem to reach the high data
transmission capacity required in 5G C-RAN systems.

Additionally, as a standard procedure to demonstrate the technical feasibility of an optical
link, we analyze the power budget of the active and passive DWDM fronthaul architectures. To
perform this analysis, we consider the error-free receiver sensitivity (BER < 1 × 10−12) specified
in the datasheets of the colored DWDM transceivers employed in the active and passive C-RAN
architecture for a maximum transmission rate of 10.3 Gb∕s. According to Table 1, in the active
scheme, we used DWDM transceivers for channels 28, 30, 32, and 34 provided by PacketLight®

with sensitivity values of −16 dBm, whereas, in the passive fronthaul, we used DWDM trans-
ceivers for channels 29 and 33 provided by SolidOptics® with sensitivities of -24 dBm, and
DWDM transceivers for channels 31 and 35 provided by SmartOptics® with sensitivities of
−15 dBm, respectively. These values, together with the nominal and measured output optical
power of each kind of transceiver, are displayed in Table 12. The available power budget (right-
most column) is then calculated as the difference between the minimum measured output power
and the nominal sensitivity reported by each supplier. According to the loss analysis described in
Sec. 2, for the complete active and passive fronthaul, including the optical fiber link of 21.76 km
long and both MUX/DEMUX components, we obtain accumulative losses of 14.2 and 14.4 dB
for upstream and downstream transmissions, respectively. By comparing these losses with the
power budgets reported in Table 12, we observe that in the worst case, we still have a margin of
16.2 − 14.4 dB ¼ 1.8 dB to guarantee error-free operation in both configurations. Given the
physical characteristics of the optical link, we are assuming null power penalties due to
dispersion, nonlinearities, and available bandwidth. Still, >1 dB is available to allocate other
penalties. Although our systems fulfill the power budget requirements, (if required) it is always
possible to extend the system’s reach by incorporating a semiconductor optical amplifier (SOA)
prior to the DEMUX stage to extend the calculated margin or allocate further penalties.
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According to our calculations, the impact on system performance of introducing the SOAwould
be negligible while boosting the power by at least 10 dB. This is possible due to the high oper-
ating OSNR of the analyzed systems, thus admitting the insertion of a large noise figure ampli-
fier, and the low powers involved as compared to the input saturation power of current SOA
devices, thus precluding its nonlinear behavior. In addition, by comparing Figs. 1 and 2, we
note that the DWDM channels in the passive scheme are transmitted along two additional patch
cords (10 m long) with their respective connectors in comparison to the active fronthaul scheme.
These additional components produce an increment of the losses in the passive optical fronthaul
of maximum 0.3 dB, posing no problem for the passive C-RAN architecture despite the sub-
optimum conditions of the optical fiber link. These findings also put forward the proposed
DWDM passive fronthaul, in comparison with the active scheme, as a viable, less complex,
and cost-sensitive solution for C-RAN with fronthaul lengths up to, practically, 22 km. At this
point, it is important to comment on the importance to maintain the optical fiber connectors clean
in all the mechanical splices found in the optical link, because a dirty or contaminated connector
can increase the losses and exceed the power budget limit in both active and passive optical
fronthaul configurations.

With respect to the latency characteristics of the optical active and passive fronthaul, we have
to take into account the delay budget established for 5G systems, which must comply a maxi-
mum round-trip delay of ∼250 μs between the RRH and BBU, including the optical fiber propa-
gation delay and additional processing delays caused by other fronthaul’s components.25–30 This
in turn sets a constraint on the maximum optical fiber length employed in the fronthaul archi-
tecture. If we assume a 5 μs∕km light propagation delay in the optical fiber link, then, for
21.76 km we have a round trip delay of 217.6 μs. The MUX/DEMUX components employed
in the active and passive fronthaul do not appreciably increase this round-trip delay, but the
transponder equipment employed in the active optical fronthaul can increase this value.
According to Refs. 54 and 55, the transponders PL1000TE employed in the active fronthaul
show low latency operation with maximum processing delays of 10 μs. Therefore, the active
optical fronthaul configuration, which employs two of these transponders and uses 21.76 km
of fiber length, can reach a maximum round-trip delay of 237.6 μs. For the passive optical
fronthaul, which only employs 21.76 km of fiber length, the maximum round-trip delay is kept
at 217.6 μs. According to these latency estimations, it is expected that both active and passive
fronthaul configurations can satisfy the latency conditions required for 5G C-RAN architectures.

Finally, it is important to analyze the viability to integrate these fronthaul configurations in
coexisting 4G/5G systems based on SDR. At this point, the active and passive DWDM fronthaul
configurations analyzed in this work allow this coexistence since both fronthaul configurations
can support the capacity and latency conditions required to operate both 4G and 5G C-RAN
architectures. In this context, the SDR technology employed in this work has the potential to
offer reconfigurable low-cost operation of coexisting 4G and 5G C-RAN architectures because
it can modify the programmed functions of the multiple USRP radios and eNodeBs used in the
C-RAN architecture to simultaneously operate in 4G and 5G, according to the mobile traffic
demand present in the coverage area. Nevertheless, the SDR technology that employs the SRS
open-source software still needs to be evaluated in detail for 5G standalone and nonstandalone
operations. The analysis of this open issue in combination with hybrid active and passive optical
fronthaul configurations of different fiber lengths still represents work in progress.

Table 12 Available power budget for the different DWDM transceivers employed in this work.
PacketLight transceivers are used for the active configuration, whereas SolidOptics® (channels
29 and 33) and SmartOptics® (channels 31 and 35) are used for the passive configuration.

DWDM
transceiver

Nominal sensitivity
(dBm)

Nominal output
power (dBm)

Minimum measured
output power (dBm)

Available power
budget (dB)

PacketLight® −16 −1 to 3 1.0 17

SolidOptics® −24 −1 to 5 0.4 24.4

SmartOptics® −15 −1 to 4 1.2 16.2
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6 Conclusions

We perform a comparative analysis of an active and passive optical fronthaul with DWDM tech-
nology, and we discuss the viability of these fronthaul configurations to be employed in a 4G/5G
C-RAN architecture based on the use of software-defined radios. We experimentally demon-
strate the feasibility of the active and passive optical fronthaul to communicate the srs-RRHs
with their respective srs-eNodeBs through a DWDM optical link with lengths slightly longer
than 20 km in a 4G C-RAN architecture. In addition, we verify that both active and passive
DWDM fronthaul schemes are adequate to scale up the number of UEs and RRH’s in the
C-RAN architecture by using different DWDM channels, thus increasing the transmission capac-
ity of the cellular network. We also report the throughput measurements generated in the C-RAN
architecture using the active and passive DWDM optical fronthaul, and we show that the DWDM
channels used in both optical fronthaul schemes have no influence in these throughput measure-
ments despite the high optical losses present in the employed optical link, which are around 14.2
and 14.4 dB for the downstream and upstream directions, respectively. In addition, our findings
put forward the proposed DWDM passive fronthaul, in comparison with the active scheme, as a
viable, less complex, and cost-sensitive solution for CRAN systems with fronthaul lengths up to
21.76 km. All these results and the experiences reported on the C-RAN implementation provide
valuable information to design and develop future 4G and 5G C-RAN architectures based on
software-defined radios operating simultaneously in a shared DWDM optical fronthaul infra-
structure with the capability to manage a variety of user traffic demands.
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