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Abstract. This paper introduces PARO, a dynamic power controlled routing scheme that helps to minimize the transmission power needed
to forward packets between wireless devices in ad hoc networks. Using PARO, one or more intermediate nodes called “redirectors” elects to
forward packets on behalf of source–destination pairs thus reducing the aggregate transmission power consumed by wireless devices. PARO
is applicable to a number of networking environments including wireless sensor networks, home networks and mobile ad hoc networks.
In this paper, we present the detailed design of PARO and evaluate the protocol using simulation and experimentation. We show through
simulation that PARO is capable of outperforming traditional broadcast-based routing protocols (e.g., MANET routing protocols) due to its
energy conserving point-to-point on-demand design. We discuss our experiences from an implementation of the protocol in an experimental
wireless testbed using off-the-shelf radio technology. We also evaluate the impact of dynamic power controlled routing on traditional
network performance metrics such as end-to-end delay and throughput.
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1. Introduction

A critical design issue for future wireless ad hoc networks
is the development of suitable communication architectures,
protocols, and services that efficiently reduce power con-
sumption thereby increasing the operational lifetime of net-
work enabled wireless devices. Transmission power control
used for communications impacts the operational lifetime of
devices in different ways. For devices where the transmis-
sion power accounts only for a small percentage of the over-
all power consumed, (e.g., a wireless LAN radio attached to
a notebook computer), reducing the transmission power may
not significantly impact the device’s operational lifetime. In
contrast, for small computing/communication devices with
built-in or attached radios (e.g., sensors) reducing the trans-
mission power may significantly extend the operational life-
time of a device, thus, enhancing the overall user experience.

The design of routing protocols for wireless ad hoc net-
works is challenging. Bandwidth and power resources avail-
able in wireless networks represent scarce resources. The sig-
naling overhead of routing protocols may consume a signif-
icant percentage of the available resources reducing the end
user’s bandwidth and power availability. This is compounded
by the fact that topology changes in wireless and mobile net-
works occur at a much faster time scale in comparison to
wired networks. Thus, routing protocols should be capable
of rapidly responding to these changes using minimum sig-
naling and taking into account the power reserves distributed
in wireless networks.
∗ Corresponding author.

To address these challenges, we propose PARO, a power-
aware routing technique for wireless ad hoc networks where
all nodes are located within the maximum transmission range
of each other. PARO uses a packet forwarding technique
where immediate nodes can elect to be redirectors on behalf
of source–destination pairs with the goal of reducing the over-
all transmission power needed to deliver packets in the net-
work, thus, increasing the operational lifetime of networked
devices.

Optimization of transmission power as a means to improve
the lifetime of wireless-enabled devices and reduce interfer-
ence in wireless networks is beginning to gain attention in the
literature [5,13,15,20,24,27]. Typically, more power is con-
sumed during the transmission of packets than the reception
or during “listening” periods. Transmission to a distant de-
vice at higher power may consume a disproportionate amount
of power in comparison to transmission to a node in closer
proximity. PARO is based on the principle that adding ad-
ditional forwarding (i.e., redirectors) nodes between source–
destination pairs significantly reduces the transmission power
necessary to deliver packets in wireless ad hoc networks.
We propose that intermediate redirector nodes forward pack-
ets between source–destination pairs even if the source and
destination are located within direct transmission range of
each other. Therefore, PARO assumes that radios are capa-
ble of dynamically adjusting their transmission power on a
per-packet basis.

PARO uses redirector nodes to shorten the length of in-
dividual hops, thereby reducing the overall power consump-
tion. This approach is in direct contrast to MANET routing
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protocols (e.g., AODV, DSR and TORA) [11], which attempt
to minimize the number of hops between source–destination
pairs. One common property of these routing protocols [11]
is that they discover routes using a variety of broadcast flood-
ing protocols by transmitting at maximum power in order
to minimize the number of forwarding nodes between any
source–destination pair. Wide-area routing protocols discover
unknown routes using high power to both reduce the signal-
ing overhead and to make sure routing information is entirely
flooded in the network. Delivering data packets in wireless ad
hoc networks using minimum-hop routes, however, requires
more transmission power to reach destinations in compari-
son to alternative approaches such as PARO that uses more
intermediate nodes. In this paper, we show that MANET
routing based on broadcast flooding techniques are either in-
efficient, because they generate too many signaling packets
at lower transmission power, or are incapable of discover-
ing routes that “maximize” the number of intermediate for-
warding nodes between source–destination nodes. Because
of these characteristics, MANET routing protocols do not
provide a suitable foundation for discovering optimal power-
aware routes in wireless ad hoc networks. As a result, there is
a need to develop new power-aware routing approaches.

The design of a power-efficient routing protocol should
consider both data transmission and route discovery. In terms
of power transmission, these protocols should be capable of
efficiently discovering routes involving multiple hops, thus
minimizing the transmission power in comparison to standard
flooding based ad hoc routing designs. PARO departs from
broadcast-based designs and supports a node-to-node based
routing approach that is more suited to the efficient discov-
ery of power-aware routes. PARO is not only applicable as
a local area routing technology where all nodes are within
direct transmission range of each other (e.g., personal area
networks, home networks, sensor networks, WLANs) but it
can also perform power optimization as a layer 2.5 routing
technology operating below wide-area MANET routing pro-
tocols. In this case, PARO provides wide-area routing proto-
cols with local energy-conserving routes and wide-area rout-
ing is used to forward packets when the source and destina-
tion nodes are outside the maximum transmission range of
each other.

The structure of this paper is as follows. Section 2 presents
the PARO model and section 3 discusses the detail design of
the core algorithms that include the overhearing, redirecting,
route convergence and route maintenance mechanisms. Fol-
lowing this, enhancements to the core algorithms to support
mobility are presented in section 4. A performance evalua-
tion of PARO, and comparison to a broadcast-based link state
routing protocol that uses transmission power as the link cost
unit are presented in sections 5 and 6, respectively. Section 7
discusses our experiences from an implementation of the pro-
tocol in an experimental wireless testbed using IEEE 802.11
technology. In section 8, we study the impact that dynamic
power control routing schemes such as PARO have on tradi-
tional network performance metrics such as throughput and

delay. Finally, we present related work in section 9 and some
concluding remarks in section 10.

2. PARO model

2.1. Link assumptions

PARO requires that radios are capable of dynamically ad-
justing the transmission power used to communicate with
other nodes. Commercial radios that support IEEE 802.11
and Bluetooth include a provision for power control. PARO
assumes that the transmission power required to transmit a
packet between nodes A and B is somewhat similar to the
transmission power between nodes B and A. This assumption
may be reasonable only if the interference/fading conditions
in both directions are similar in space and time, which is not
always the case. Because of this constraint PARO requires an
interference-free Media Access Control (MAC) found in fre-
quency band radios such as Channel Sense Multiple Access
(CSMA). Note that even in CSMA access protocols, pack-
ets are subject to interference (collisions) during the sensing
period, as a result of hidden terminals. In addition, PARO
requires that every data packet successfully received is ac-
knowledged at the link layer and that nodes in the network
are capable of overhearing any transmissions by other nodes
as long as the received signal to noise ratio (SNR) is above a
certain minimum value. Any node should be capable of mea-
suring the received SNR of overheard packets. This includes
listening to any broadcast, unicast and control (e.g., acknowl-
edgment) packets.

2.2. Cost function

The goal of PARO is to minimize the transmission power con-
sumed in the network. A node keeps its transmitter “on” to
transmit one data packet to another node for L/C seconds,
where L is the size of the transmitted frame in bits (e.g., data
plus layer 2 headers), and C is the raw speed of the wireless
channel in bits/second. Similarly, the receiver node keeps its
transmitter on to acknowledge a successful data transmission
for a combined period of l/C seconds, where l is the size of
the acknowledgment frame including layer 2 headers.

Now consider a network composed of several static nodes.
Lets assume there are several alternative routes between a
given source–destination pair in the network and that each
route involves a different set and number of forwarding nodes.
Then the aggregate transmission power to forward one packet
along an alternative route k, Pk , is defined as,

Pk =
Nk∑
i=0

Ti,i+1L+ Ti+1,i l

C
. (1)

The factor Ti,j in equation (1) is the minimum transmission
power at node i such that the receiver node j along route k is
still able to receive the packet correctly (Ti,j will be defined
formally in section 3.1), while Nk is the number of times a
data packet is forwarded along route k including the source
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node. Equation (1) considers transmission power only, thus, it
neglects the cost of processing overheard packets and the cost
of keeping the radio in a listening mode. PARO is suitable for
devices for which adjusting the transmission power benefits
the overall power consumption. The power consumption dur-
ing the transmission mode of such devices is higher than the
power consumption during reception and listening modes, as
is the case with a number of commercial radios. In this case,
equation (1) represents an “idealized” communication device.

PARO mainly uses data packets for route discovery. How-
ever, in some cases the protocol uses explicit signaling to dis-
cover routes in the network, as discussed in sections 3 and 4.
The goal of any power-efficient routing protocol should be to
reduce the signaling overhead to a minimum in order to save
power. PARO tries to find the route k for which the transmis-
sion power, Pk , is minimized, and furthermore, it tries to do
discover this route using as little transmission power as possi-
ble. Let Rk be the transmission power consumed by the rout-
ing protocol to discover the route for which Pk is a minimum,
then the cost function for transmitting Q packets between a
given source–destination pair along the best route, k, is

Ck = Rk +Q
Nk∑
i=0

Ti,i+1L+ Ti+1,i l

C
. (2)

PARO accommodates both static (e.g., sensor networks) and
mobile (e.g., MANETs) environments. In the case of static
networks, once a route has been found there is no need for
route maintenance unless some nodes are turned on or off. In
a static network, transmitting a large amount of data traffic
(e.g., a largeQ) clearly outweighs the cost of finding the best
power-efficient route (Rk). In this case, PARO may not need
to be as efficient while discovering such a route. In mobile
environments, however, there is a need for route maintenance.

2.3. Protocol operations

Prior to transmitting a packet, a node updates its packet
header to indicate the power required to transmit the packet.
A node overhearing another node’s transmission can then use
this information plus, a localized measure of the received
power, to compute (using a propagation model) the minimum
transmission power necessary to reach the overheard node.
In this simple manner, nodes can learn the minimum trans-
mission power toward neighboring nodes. PARO does not,
however, maintain routes to other nodes in the network in ad-
vance but discover them on a per-node on-demand basis. This
approach has the benefit that signaling packets, if any, are
transmitted only when an unknown route to another node is
required prior to data transmission, thus reducing the overall
power consumption in the network.

At first the operation of PARO may seem counter-intuitive
because in the first iteration of PARO the source node commu-
nicates with the destination node directly without involving
any packet forwarding by intermediate nodes (i.e., redirec-
tors). Any node capable of overhearing both source and des-
tination nodes can compute whether packet forwarding can

Figure 1. PARO model.

reduce the transmission power in comparison to the original
direct exchange between source and destination nodes. When
this is the case an intermediate node may elect to become
a redirector and send a route-redirect message to the source
and destination nodes to inform them about the existence of
a more power efficient route to communicate with each other.
This optimization can also be applied to any pair of commu-
nicating nodes; thus, more redirectors can be added to a route
after each iteration of PARO with the result of further reduc-
ing the end-to-end transmission power. PARO requires sev-
eral iterations to converge toward a final route that achieves
the minimum transmission power, as defined in equation (1).

The PARO model comprises three core algorithms that
support overhearing, redirecting and route-maintenance, as
shown in figure 1. The overhearing algorithm receives pack-
ets overheard by the MAC and creates information about
the current range of neighboring nodes. Overheard pack-
ets are then passed to the redirecting algorithm, which com-
putes whether route optimization through the intermediate
node would result in power savings. If this is the case, the
node elects to become a potential redirector, transmits route-
redirect messages to the communicating nodes involved and
creates appropriate entries in its redirect table. The overheard
packet is then processed by the packet classifier module with
the result that one of the following actions is taken: (i) the
packet is passed to the higher layers if both MAC and IP ad-
dresses match; (ii) the packet is dropped if neither MAC nor
IP addresses match; or (iii) the packet is forwarded to another
node when only the MAC addresses match. In the latter case,
PARO searches the redirect table to find the next node en route
and then searches the overhear table to adjust the transmission
power to reach that node.

When PARO receives a data packet from the higher layers
it searches the redirect table to determine if a route toward the
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destination node exists. If this is not the case, PARO searches
the overhear table to determine if there is any transmission
power information related to the destination node available.
If this is not the case, PARO transmits the packet using the
maximum transmission power anticipating that the receiving
node is located somewhere in the neighborhood. Once the
destination node replies with a packet of its own then PARO’s
route optimization follows as described previously. PARO re-
lies on data packets as the main source of routing information
in the network. When nodes are mobile and no data packets
are available for transmission, a source node may be required
to transmit explicit signaling packets to maintain a route. The
role of the route maintenance algorithm is to make sure that a
minimum flow of packets is transmitted in order to maintain
a route when there are no data packets available to send at the
transmitter.

3. Protocol design

In what follows, we first describe the necessary core algo-
rithms for overhearing, redirecting and route-maintenance.
These core algorithms provide support for static environments
(e.g., sensor networks) and serve as a set of foundation algo-
rithms for mobile environments. In section 4, we discuss the
detailed enhancements to the core algorithms to support mo-
bility.

3.1. Overhearing

The overhearing algorithm processes packets that are success-
fully received by the MAC, and creates a cache entry in the
overhear table or refreshes an entry in the case that infor-
mation about the overheard node already exists. This cache
entry contains the triple [ID, time, T min], where the ID is a
unique identifier of the overheard node (e.g., MAC or IP ad-
dress), time is the time at which the overheard event occurred,
and T min is the minimum transmission power necessary to
communicate with the overheard node. (Definition: Let Rmin

i

be the minimum signal sensitivity level at node i at which a
packet can still be received properly. If Rj,i is the measured
received signal power at node i from a packet transmitted by
node j at power Tj , then the minimum transmission power
for node i to communicate with node j , T min

i,j , is such that

Rj,i = Rmin
i .) It is important to note that overhearing does

not add energy consumption because signal strength measure-
ments can be derived from L2 headers.

The computation of T min
j,i is difficult because of the time-

varying characteristics of wireless channels. In our analy-
sis and simulation results discussed later we use a traditional
propagation model that considers the strength of the received
signal to be ∼ T/dγ . It is important to note, however, that
other propagation models that best match a particular operat-
ing environment should replace the simple model presented

here. We first compute the distance separating the source and
destination nodes by

dγ = ω
Ti,j

Rj,i
, (3)

where d is the distance separating the transmitter and the
overhearing node, γ is the attenuation factor of the environ-
ment typically in the range 2–4 (e.g., for indoor and outdoor
environments) and ω is a proportionality constant that typ-
ically depends on factors such as antenna gain and antenna
height of the transmitter and overhearing nodes. Initially a
transmitter use Tj,i = Pmax if no previous information about
the intended receiver is known. After this T min

j,i can be ap-
proximate by

T min
i,j = Rmin

i dγ

ω
. (4)

Because of fading and other channel impairments it is not rec-
ommended to compute T min

i,j using only a single overheard

packet. Rather, a better approximation for T min
i,j is to take

a moving worst-case approach, T
min
i,j , where the overhearing

node buffers up to M previous measurements of T min
i,j and

then chooses the one with the highest value. If T min
i,j [k] is the

value of T min
i,j computed for the last overheard packet then we

can compute the value of T
min
i,j as

T
min
i,j = max

[
T min
i,j [k], T min

i,j [k − 1], . . . , T min
i,j [k −M]], (5)

where M is the number of previous measurements of T min
i,j .

The actual value of M can be tuned for each particular en-
vironment depending on the observed variations of the mea-
sured path attenuation. Depending on the statistical nature of
these variations in time of T min

i,j a more complex computation

of T
min
i,j can be provided. Similarly, we can define the mini-

mum transmission range between nodes i and j , D
min
i,j , as

D
γ

i,j = ωT
min
i,j

Rj,i
. (6)

3.2. Redirecting

The redirecting algorithm is responsible for performing the
route optimization operation that may lead to the discovery
of new routes that require less transmission power. The redi-
recting algorithm performs two basic operations: compute-
redirect, which computes whether a route optimization be-
tween two nodes is feasible; and transmit-redirect, which de-
termines when to transmit route-redirect messages.

Compute redirect. Figure 2(a) illustrates how compute-
redirect operates. In this example, nodes A, B and C are lo-
cated within maximum transmission range of each other and,
initially, node A communicates directly with node B. Because
node C is capable of overhearing packets from both A and B
nodes, it can compute whether the new route A ↔ C ↔ B has
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(a) Computing redirect.

(b) Transmiting route-redirect messages.

Figure 2. Redirect operation.

a lower transmission power than the original route A ↔ B.
More precisely, node C computes that a route optimization
between nodes A and B is feasible if

T
min
A,B > α

(
T

min
C,A + T min

C,B

)
. (7)

Similarly, we define the optimization percentage of adding a
redirector between two other communicating nodes in a route,
Opt, as

Opt = T
min
C,A + T min

C,B

T
min
A,B

. (8)

The factor α in equation (7) restricts the area between two
communicating nodes where a potential redirector node can
be selected from. In figure 2(a), we show the equivalent re-
gion where a potential redirector can be located for α = 1 and
α = 2. The size and shape of these regions for finding poten-
tial redirectors depend mainly on the propagation loss para-
meter. For networks where nodes are static and saving battery
power is important (e.g., a sensor network) α can be set to ap-
proximately 1.1–1.2, meaning that even a small improvement
in transmission power savings is worth the effort of adding an
extra redirector to the route. Once a node computes that route
optimization is feasible, it creates an entry in its redirect table
that contains the IDs of the source and destination nodes, the
time when the table entry is created, the IDs of the previous
hop and next node en route, and the total transmission power
for single packet to traverse the route. The items contained
in a route-redirect message include the IDs of the source and
destination nodes, optimization percentage, ID of the target
node that sent the route-redirect message, ID of node trans-
mitting route-redirect message, and the transmission power
to reach the node transmitting the route-redirect message.

Transmit redirect. Using PARO several intermediate nodes
may simultaneously contend to become redirectors on behalf
of a transmitting node with the result that multiple route-
redirect messages are sent to a single transmitting node. Be-
cause only one intermediate node between two communicat-
ing nodes can be added as a redirector node at a time the trans-
mission of multiple route-redirect messages (with the excep-
tion of the one transmitted by the node computing the lowest
Opt percentage) represents wasted bandwidth and power re-
sources. For sparsely populated networks, this may not be
a problem. However, this is clearly an issue in the case of
densely populated networks where several candidate redirec-
tor nodes would be anticipated. The transmit-redirect algo-
rithm addresses this issue by giving priority for the transmis-
sion of a route-redirect message to the candidate redirector
that computes lowest route optimization values first. In this
manner, a potential redirector that overhears a route-redirect
request from another potential redirector with a lower Opt
value refrains from transmitting its own route-redirect request
(see figure 2(b)).

There are several ways to give preferential access to cer-
tain messages in a distributed manner. We used a simple ap-
proach that consists of applying a different time-window be-
fore transmitting a route-redirect message after the triggering
event takes place (e.g., the lower the Opt value computed,
the shorter the intermediate node waits to transmit its route-
redirect request). The lower and upper bound of the waiting
interval are set such that they do not interfere with predefined
timers used by the MAC protocol, making these bounds MAC
dependent. In this paper, we use the IEEE 802.11 MAC pro-
tocol and compute the waiting interval as

interval = Opt · 100 msec. (9)

In the unlikely scenario that more than one route-redirect re-
quest is transmitted, the target node will choose the one pro-
viding the lowest Opt value. After receiving a route-redirect
message, a node modifies its redirect-table putting the source
of the redirect message as the next hop node (i.e., redirector)
for a specific source–destination route.

3.3. Route convergence

Previously we discussed the case where only one interme-
diate redirector node is added to a route between a source–
destination pair. The same procedure can be applied repeat-
edly to further optimize a route into smaller steps with the
result of adding more redirectors between source–destination
nodes. Figure 3 illustrates an example of a source–destination
route comprised of five segments with four redirectors requir-
ing four iterations for route convergence. Figure 3 shows the
route taken by data packets after each iteration and the inter-
mediate nodes selected as redirectors after transmitting suc-
cessful route-redirect requests.

PARO optimizes routes one step at a time, thus it requires
several iterations to converge to an “optimum” route. The
word “iteration” refers to the event in which a data packet
triggers a node to transmit a route-redirect request for the first
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Figure 3. PARO convergence.

time. As a result PARO will converge as fast as the transmis-
sion rate of data (e.g., a flow measured in packets per second)
transmitted by a source. Applications based on TCP (e.g.,
FTP, HTTP, etc.) transmit packets in bursts, potentially pro-
viding faster convergence. Applications based on UDP, on
the other hand, are suitable for transmission of real-time me-
dia where the periodicity of packets transmitted depends on
each specific application, thus the convergence of a route is
application specific.

Figure 3 illustrates the transmission power (see “power
meter”) used to transmit one packet between the source and
destination nodes after each iteration of PARO. During the
first iteration, the source node communicates directly with the
destination node. Lets consider that the transmission power

T
min
S,D corresponds to 100% when no redirector is presented.

During the second iteration, adding one redirector in the route
reduces the transmission power by 63% compared to the orig-

inal T
min
S,D value. Note that the third and four iterations rep-

resent less impressive reductions in transmission power, es-
pecially the last iteration which only provides a 2% improve-
ment. A nice property of PARO is that even after the first
iteration of the protocol, considerable savings in transmis-
sion power is achieved. This means that nodes do not have
to wait for the protocol to converge to the best/final route be-
fore obtaining significant power saving benefits. It can be
observed from figure 3 that each iteration simply adds one
more redirector between adjacent forwarding nodes found
in the previous iteration. In this respect, the new redirec-
tors added to a route during an iteration are very much de-
pendent on the redirectors found in the previous iteration.
It is possible that the first iteration, which seemed optimal
(e.g., it optimized the route better than any other intermediate
node), can lead to a final route which is not the route achiev-
ing the minimum transmission power. In fact, PARO cannot
avoid this from a practical point of view unless an exhaus-
tive search is applied which works against saving power in
the network. Therefore, the use of terms such as “optimum”
and “minimum” assume this caveat when used in the context
of PARO.

4. Mobility support

In static networks (e.g., sensor networks) there is no need
for route maintenance once the initial route between source–
destination pairs has been found, other than when nodes are
turned off or on. However, in many cases nodes are mobile
(e.g., MANETs). Adding support for mobile nodes to the core
algorithms is challenging because of the uncertainty concern-
ing the current range of neighboring nodes as they move in
the network. In what follows, we discuss the necessary en-
hancements to the core algorithms to support mobility.

4.1. Route maintenance

PARO relies on data packets as the main source of routing in-
formation. In the case of mobile nodes, data traffic alone may
not be sufficient to maintain routes. Consider the extreme case
of a source node transmitting packets once every second to a
destination where every node moves at 10 meters/second on
average. In this example, information about the range of the
next redirector en route would be outdated as a basis for the
transmission of the next packet. Depending on node density
and mobility there is a need to maintain a minimum rate of
packets between source and destination pairs in order to dis-
cover and maintain routes as redirectors move in and out of
existing routes.

A natural solution to this problem is to let the source node
transmit explicit signaling packets when there are no data
packets available to send. Transmitting signaling packets,
however, consumes bandwidth and power resources even if
those signaling packets are only a few bytes in length. Under
fast mobility conditions signaling packets could potentially
consume more power resources than the case where a source
communicates directly with a destination node assuming cer-
tain traffic patterns. In what follows, we discuss a number of
enhancements to the overhearing and redirecting algorithms
to resolve these issues in support of mobile nodes.

4.2. Overhearing

Any node transmitting a packet to the next hop redirector in
the route has to determine the next hop’s current range, which
may be different from its last recorded position. Clearly, the
preferable transmission estimate is the one that transmits a
packet using the minimum transmission range. If a node
transmits a packet assuming that the next hop’s current range
is the same as the last recorded range, then three scenarios
may occur: (i) The current position of the next redirector
is within the current transmission range. In this case, the
transmitting node finds the next redirector but some power
is wasted because more power is used than necessary for this
operation. (ii) The current position of the next redirector is
at the same transmission range thus the transmission is opti-
mum. (iii) The current position of the next redirector is out-
side the current transmission range. In this case, the transmit-
ting node fails to find the next redirector and has to attempt a
new transmission using more power than the current level.
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Scenario 3 is more inefficient than scenario 1 because not
only is more power used, but also longer delays are experi-
enced in reaching the next hop. An intuitive solution to this
problem is to transmit a packet with a higher transmission
range than previously recorded, increasing the probability of
reaching the next hop node on the first attempt. We define a
new minimum transmission range,D

new
i,j , as

D
new
i,j = D

old
i,j +�, (10)

where � represents how much the transmitting node over
estimates the transmission range of the next node en route.
The value of � depends on the average speed of nodes and
the time interval between the last time the next redirector
en route was overheard and the current time; we refer to
this interval as the silence-interval. The longer the silence-
interval the greater the uncertainty about the current range
of the next node, and therefore, the larger the value of �.
We resolve this problem by requiring that the source nodes
transmit route-maintenance packets toward destination nodes
whenever no data packets are available for transmission for a
specific interval called route-timeout. Transmission of route-
maintenance messages only occurs whenever a node (which
is actively communicating with another node) stops transmit-
ting data messages for a route-timeout period. The transmis-
sion of route-maintenance messages puts an upper bound on
the silence-interval, thus, an upper bound on�.

4.3. Redirecting

Because of mobility, a redirector node may move to a new
location where it no longer helps to optimize the transmission
power between two communicating nodes. In this case, it is
necessary to remove such a node from the path using a route-
redirect message. Figure 4 illustrates this scenario. Node A
communicates with node D using nodes B and C as redirector
nodes, as shown in figure 4(a). Figure 4(b), shows the position
of nodes after some time has elapsed. In figure 4(b) node B
moves to a position where both nodes B and C are within
the same transmission range of node A. When node A sends a
packet to node B, it is also overheard by node C. Because node
B is the previous hop to node C along the route between nodes
A and D, then node C can determine that node B has moved
out of the optimum route. In this case, node C transmits a
route-redirect message toward node A requesting node A to
re-route its data packets directly to node C. Figure 4(c) shows
the new route after node A re-routes new packets to node C.

5. Performance evaluation

In this section, we present an evaluation of PARO and discuss
a number of performance issues associated with route conver-
gence, power optimization and route maintenance.

5.1. Simulation environment

We used the ns network simulator with the CMU wireless ex-
tension [26] to evaluate PARO. The simulator supports phys-

Figure 4. An example of removing a suboptimal redirector from an existing
route.

ical, link and routing layers for single/multi hop ad-hoc net-
works. The propagation model is based on a two-ray model,
which is appropriate for outdoor environments where a strong
line of sight signal exits between the transmitter and receiver
nodes and where the antennas are omnidirectional. The two-
ray propagation model assumes there are two main signal
components. The first component is the signal traveling on
the line of sight and the second component is a reflection wave
from a flat ground surface. This model computes the strength
of the received signal source and destination nodes by

Rj,i = Ti,jGtGrh
2
t h

2
r

d4 , (11)

where d is the distance separating transmitter from the over-
hearing node, and Gth

2
t and Grh

2
r are the antenna gain and

antenna height of the transmitter and overhearing node, re-
spectively. After receiving a packet each node invokes the
propagation model to determine the power at which the packet
was received. If the node determines that the packet was suc-
cessfully received (e.g., the received power was above a cer-
tain threshold) it passes the packet to the MAC layer. If the
MAC layer receives an error-free packet it passes the packet
to the link layer and so on. The simulation uses the standard
ns/CMU mobility model.

We use the IEEE 802.11 MAC protocol which uses
Channel Sense Multiple Access with Collision Avoidance
(CSMA/CA) also referred to in IEEE 802.11 as the Distrib-
uted Coordination Function (DCF). In IEEE 802.11 a packet
is successfully captured by a node’s network interface if the
sensed power of the received packet is above a certain min-
imum value1 otherwise the packet cannot be distinguished
from background noise/interference. Communication be-
tween two nodes in IEEE 802.11 uses RTS–CTS signaling
before the actual data transmission takes place. Due to the
potential problem of nodes not being able to listen to RTS–

1 For Wavelan, this values corresponds to 0.2818 watts for normal power
transmission; 1.559e-11 watts for carrier sense threshold to detect a colli-
sion; and 3.652e-10 watts for the sensitivity of receiver.
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Figure 5. An example of the problem of transmitting RTS–CTS packets using
dynamic transmission power control.

CTS packets in the case of a system with dynamic transmis-
sion power control, we always transmit RTS–CTS packets at
maximum transmission power. Figure 5 illustrates this prob-
lem. In the figure node A communicates with node B while at
the same time node C communicates with node D. In this sce-
nario nodes C and D transmit RTS–CTS packets using min-
imum transmission power. Under such conditions nodes A
and B may not be able to overhear (dashed circle) or sense
(dotted circle) the RTS–CTS packet exchange between nodes
C and D and may attempt to transmit their own RTS–CTS
thereby interfering and disrupting the on-going communica-
tion between nodes C and D.

Clearly transmitting RTS–CTS packets at maximum trans-
mission power does not exploit the spectral reuse potential in
the network. A node transmitting a packet to another node
in close proximity at the minimum transmission range uses
RTS/CTS at full transmission range. This inhibits other nodes
in the entire RTS/CTS region from transmitting even if de-
ferring transmission for the nodes is unnecessary. There are
a number of new MAC proposals that address such limita-
tions. In [15] the authors present the Power Controlled Me-
dia Access Protocol (PCMAP) that operates within the frame-
work of collision avoidance protocols such as CSMA/CS that
use RTS/CTS. In PCMAP, active receivers advertise a peri-
odic busy tone on a separate frequency band to other poten-
tial transmitters including their maximum tolerance to admit
extra noise (e.g., interference). A node intending to transmit
a packet first senses the busy tone signal. If a busy tone ex-
its, then the node adjusts its transmission power such that it
does not disrupt ongoing transmissions prior to communica-
tion with its intended receiver. We believe MAC protocols
such as PCMAP can efficiently support the necessary power-
controlled operations required by PARO in comparison to off-
the-shelf radios such as IEEE 802.11. We discuss these limi-
tations further in section 7 and section 8.

As a general methodology comment each point in the
graphs shown in the following sections on route convergence,
power optimization and route maintenance represents an aver-
age of five different simulation runs. Each simulation run uses

Figure 6. Route convergence time.

a different seed number affecting both the traffic and mobility
behavior.

5.2. Route convergence

Figure 6 shows simulation results concerning the convergence
of PARO versus different packet inter-arrival rates. Twenty
static nodes are randomly positioned in a 100 × 100 network.
We conducted two separate experiments for UDP/CBR and
TCP/FTP applications. In each experiment each node is the
source and recipient of a flow. In the case of UDP/CBR ap-
plications, each source node transmits a 512-byte packet with
different inter-packet intervals times ranging from 30 msec
to 1.5 seconds. In the case of the TCP/FTP applications,
each source node transmits 512-byte packets as fast as the
link layer permits. As anticipated the results show that PARO
converges in the same proportion as the inter-packet interval
times. Thus, the faster nodes transmit packets the faster routes
converge. In the case of TCP/FTP applications, this time rep-
resents a few dozens milliseconds (the corresponding points
in figure 6 are so close to each other that they appear to be
overlapping). As discussed in section 3.3, PARO requires sev-
eral iterations to converge to an optimum route with minimum
power. The number of iterations per session is dependent on
the node density and the specific position of nodes with re-
spect to each other. Because different sessions may require a
different number of iterations to converge, the session needing
more iterations will take the longest time to converge assum-
ing all sessions have similar traffic patterns and start at the
same time. Figure 6 also contrasts the convergence of PARO
for different number of iterations for the same network size
and number of nodes. As expected PARO converges linearly
with respect to the number of iterations required.

5.3. Power optimization

As discussed in section 3.3, the more densely populated the
network the higher the average number of potential redirector
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Figure 7. Transmission power versus number of nodes.

nodes, and the lower the average transmission power between
source–destination pairs. The simulation topology consists
of a 100 × 100 network with 10, 30 and 100 randomly posi-
tioned static nodes for each experiment. The simulation trace
lasts for a duration of 100 seconds with ten UDP/CBR flows
transmitting 512 bytes packet every three seconds. The sim-
ulation uses a value for α = 1 which configures PARO to
find the best power-efficient route. Figure 7 shows that the
aggregate power necessary to transmit all data packets ver-
sus the number of nodes in the network. Figure 7 also in-
dicates (between parenthesis) the average number of times
a packet is forwarded before reaching its destination node
(i.e., average number of redirectors en route). This number
is dependent on the node density, as mentioned previously.
The higher the number of nodes in the network the higher
the probability of having more redirectors between commu-
nicating nodes. At first the aggregate transmission power de-
creases rapidly when there are between an average of 0.5 and
2.9 redirectors present. The aggregate transmission power
then decreases slowly up to an average of 5.4 intermediate
redirector nodes, as shown in the simulation plot. We observe
the aggregate transmission power decreases as the number of
nodes increases from 10 to 30. This is a consequence of the
availability of additional appropriately located redirectors.

Figure 7 shows that in terms of transmission power alone,
it does not pay to have more than three redirectors per source–
destination pair in networks where nodes are distributed ho-
mogeneously.2 Having more than three redirectors may in-
crease end-to-end delay and likelihood of network partitions.
Figure 7 also indicates the transmission power needed if
no redirectors were added between source–destination pairs.
Comparing the two scenarios (i.e., with and without redirec-
tors) in figure 7, we clearly observe the benefit (i.e., power
savings) of adding intermediate redirector nodes. However,
even if no intermediate nodes are found between source–

2 When nodes are not distributed homogeneously in the network it may occur
that having 4 or even 5 redirectors per route on the average provides a
noticeably power savings improvement.

destination pairs, by default PARO will use the minimum
transmission power information (if available) to communicate
with a destination node. This operation is in contrast with tra-
ditional wireless LAN systems, which always use the maxi-
mum transmission power to communicate with a destination
node even if the destination node is in very close proximity to
the transmitter.

5.4. Route maintenance

In this section, we analyze the performance of PARO in sup-
port of mobile nodes. Figure 8 shows the transmission suc-
cess ratio versus the speed of nodes and the packet inter-
arrival interval. We define the “transmission success ratio”
as the number of packets that are correctly received by the
corresponding destination nodes divided by the total number
of packets transmitted. The simulation includes 30 nodes in
a 100 × 100 network. Ten randomly chosen nodes transmit
a UDP/CBR flow to 10 randomly chosen destination nodes.
Each flow consists of 100 byte packets transmitted using dif-
ferent time intervals. In figure 8, we highlight three separate
regions on the graph which are of interest because of the dif-
ferent network dynamics operating in those regions; these are
as follows. Region I: Nodes operating in this region move
slowly. As a result, redirectors remain in the path of a route
for longer intervals which translates into fewer route/updates
per second. This condition results in a high transmission suc-
cess ratio, even in the case of a slow flow of packets traversing
between source–destination pairs. Region II: Nodes operating
in this region transmit packets with small inter-arrival inter-
vals. The faster data packets are transmitted the faster PARO
can discover, for example, that a redirector has moved to a dif-
ferent location and to take appropriate measures. As a result,
the transmission success ratio is high even for the case where
nodes move fast. Region III: Nodes operating in this region
move fast and transmit packets slowly. Because of high mo-
bility several route changes per second occur. However, pack-
ets are not transmitted at a fast enough rate to maintain routes
in the network due the to the long silence-intervals between
packets. Data packets transmitted by nodes operating in this
region are likely to be lost. This is because transmitting nodes
may not have accurate range information concerning the next
hop redirectors en route. As a result, the transmission success
ratio is low. Figure 8 also shows the importance of transmit-
ting route-maintenance packets to maintain a route in the case
where a source node transmits packets too slowly.

Determining the optimum value of the silence-interval (in-
troduced in section 4.2) to overcome node mobility (in order
to guarantee a certain success ratio) is a complex issue. This
value is dependent on the size of the network and the node
density as well as mobility and data packet inter-arrival rate.
Larger areas with high nodal density will likely support routes
with several redirectors. Maintaining a route with fewer redi-
rectors requires less signaling packets both in terms of route-
redirect and route-maintenance messaging. A route reduces
the transmission power by a significant amount simply by
limiting the number of redirectors to 2–3 forwarding nodes,



U
N

C
O

R
R

EC
TE

D
  P

R
O

O
F

VTEX(P) PIPS No:5138870 artty:res (Kluwer BO v.2002/10/03)
n5138870.tex; 2/06/2003; 10:08; p. 10

452 GOMEZ ET AL.

Figure 8. Transmission success performance.

as discussed in section 5.3. The benefit of adding additional
redirectors beyond this point may be undermined by the sig-
naling overhead required to maintain longer multi-hop routes.
Two complementary methods can be used to reduce the num-
ber of redirectors along a route. Choosing a higher value for
α (see section 3.2) restricts the area where a redirector can
be located between two communicating nodes. Such an ap-
proach would reduce the number of redirectors compared to
the case where a parameter value of α = 1 is adopted. Sec-
ond, packets could carry a counter similar to the IP packet
TTL field that would be decremented by each redirector vis-
ited en route toward the destination. After reaching zero, no
other redirectors would be added to further optimize the route.
This enhancement is currently being studied.

6. Comparison

PARO discovers routes on-demand on a node-to-node basis.
An alternative approach would generate full routing tables
in advance where, for example, all nodes would be aware
of power-efficient routes to all other nodes in the network.
Such protocol behavior is similar to Link State Routing (LSR)
using transmission power as the link cost unit. We refer to
this modification to LSR as MLSR (where the ‘M’ in MLSR
stands for Modified LSR) in the reminder of this section. The
basic LSR operation requires each node in the network to
broadcast a routing packet (or PROP message using link state
terminology). The PROP packet contents contains informa-
tion about the transmission cost of all known destinations. Af-
ter collecting PROP messages from all parts of the network,
any node should be capable of computing optimum routes to
any other node in the network.

Because of the fundamental difference in these two ap-
proaches, we compare PARO and MLSR to best understand
the various tradeoffs and limitations of our design. In what
follows, we describe an MLSR implementation that supports
transmission power as in the case of PARO. We then com-
pare the performance of MSLR to PARO. Consider a network
composed of N nodes located within transmission range of

Figure 9. Aggregated transmission power consumed by data and signaling
for PARO and MLSR.

each other. MSLR nodes can compute the minimum transmis-
sion power T min to a transmitting node by listening to a PROP
signaling packet transmitted by the node. The PROP message
includes the transmission power T PROP used to transmit the
packet. Depending on the value of T PROP, the content of a
PROP message may require to be forwarded by other nodes
to flood the entire network. Each node computes routes to any
other node in the network using a standard link-state Dijkstra
algorithm. In a network ofN nodes, it takesK iterations (i.e.,
K PROP packets transmitted by each node) for the content of
a PROP message to be entirely flooded in the network. The
valueK mainly depends on the parameter T PROP and the den-
sity of nodes and size of the network.

Figure 9 shows a simulation trace of the aggregate trans-
mission power consumed by both signaling and data packets
for both PARO and MLSR. The network simulation consists
of 30 static nodes 100 × 100 in size with ten UDP/CBR flows
transmitting a 100-byte packet every 3 seconds. In the case
of MLSR, signaling packets are first transmitted at different
transmission ranges to generate full routing tables. Once rout-
ing information is available MLSR data packets are transmit-
ted using power-efficient routes. In the case of PARO, data
packets are first transmitted at high power because the range
of destination nodes is unknown to source nodes. Figure 9
shows the transmission “power offset” (shown in the figure
as the initial fast increase in power consumption) while the
routing protocol converge to optimum routes for both PARO
and MLSR. In the case of MLSR, this offset is independent of
the number of active sessions and dependent on the number
of nodes in the network and the number of iterations required
for the content of a PROP message to flood the network. This
means that if there is double the number of nodes in the net-
work then the value of the offset would roughly double. In
contrast, the routing offset for PARO depends on the num-
ber of active sessions. Therefore, PARO is less sensitive to
the number of nodes in the network. We observe from fig-
ure 9 that relative to the power consumed by the first data and
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Figure 10. Signal coverage at different transmission powers for an indoor
experiment.

signaling packets, the contribution of data transmission to the
overall power consumption is less significant. This result sug-
gests an important design principle for future power-aware
routing protocols is the avoidance of “blind” (e.g., broadcast)
transmissions at high power.

In the case of the MLSR simulations, a transmission range
of Dmax/4 represented the lowest transmission range ob-
served before route partitions appeared in the network. As
discussed previously, route partitions appear because broad-
cast messages do not completely flood the network. When we
consider a transmission range of Dmax/5 for PROP messages
(not shown in figure 7), we observe that network partitions
consistently appear leaving nodes with routes to only a subset
of destination nodes. This result emphasize the fact that even
if the performance of MLSR at Dmax/4 is somewhat similar
to PARO (i.e., being able to reduce its transmission range),
this operation results in non-stable performance. In addition,
it is unlikely that MLSR could find such a transmission range
in a practical setting.

7. Implementation

In what follows, we discuss our experiences implementing
PARO in an experimental wireless ad hoc testbed. We imple-
mented PARO using the Linux Redhat 6.2 software platform
on 700 MHz Pentium III notebooks equipped with Aironet
PC4800 series radios. The Aironet PC4800 supports the
IEEE 802.11 standard and provides five different transmis-
sion power levels (viz. 1, 5, 20, 50 and 100 milliwatts). The
overhearing, redirecting, and route-maintenance algorithms
are implemented in user space using the Berkeley Packet Fil-
ter’s Packet Capture Library (PCAP) for processing and for-
warding of IP packets. We conducted experiments with PARO
operating in both indoor and outdoor settings.

7.1. Propagation model

Figure 10 shows the area covered by a transmitter used
for our indoor experimentation. This represents an in-
door laboratory environment for 1, 5, 20, 50 and 100 mil-
liwatts transmission levels. There has been considerable
work on propagation models for indoor environments [10,22].
The main purpose of this experiment is to illustrate what
can be expected for this particular IEEE 802.11 radio in
an in door laboratory setting as a basis for understanding
PARO’s approach to dynamic power control. In this ex-
periment, we kept one radio in a fixed position while we
moved a second radio around the corridors of the floor.
Both radios use the same transmission power level and
transmit five small UDP packets to each other every sec-
ond.

We define the coverage area for a given transmission power
level as the area for which both radios did not observe packet
loss. As we can observe from figure 10, the path attenuation
factor for this setting is quite strong, especially around the
corridor corners. The strong attenuation is mostly due to ra-
dio signals going through walls, floor, ceilings and metal ob-
stacles. Strong attenuation factors emphasize the advantages
of performing PARO-style route optimization. In the extreme
case, where node A communicates with node B through node
C, an aggregate transmission power of two milliwatts is re-
quired compared with the original 100 milliwatts when node
A communicates directly with node B. In those environments
where direct communications between two nodes is not pos-
sible due to signal obstacles, PARO can improve connectiv-
ity by adding redirectors in other locations where signals can
travel more freely.

In the implementation of PARO we used two different path
attenuation models in place of equation (3) depending of the
type of environment. For the outdoor environment we used a
typical path attenuation of n = 2 [10]. In contrast, for the in-
door environment we used a propagation model presented in
[22] with a path attenuation of n = 3.25 with a standard de-
viation σ = 16.3[dB]. The model in [22] was obtained from
an office building with a large layout area divided into sev-
eral smaller cubicles-style offices. The path attenuation for a
transmitter and receiver separated by d meters is defined by
[22]:

PL(d)[dB] = PL(d)[dB] +Xσ [dB]. (12)

With PL(d)[dB] the mean path attenuation between trans-
mitter and receiver separated by d meters and Xσ [dB] is
a zero mean log-normally distributed random variable with
standard deviation σ in decibels. The parameter PL(d)[dB] is
computed as follows:

PL(d)[dB] = PL
(
d0[dB]) + 10n log10

(
d

d0

)
, (13)

where PL(d0[dB]) is the free-space propagation from the
transmitter to a 1 meter reference distance and n is the path
attenuation factor. For complete details see [22].
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Figure 11. Experimental results for transmission power versus the position
of a redirector between a source–destination pair for indoor and outdoor en-
vironments.

7.2. Power optimization

One initial drawback of using the Aironet PC4800 radio as a
basis to implement PARO is that it could only approximate
the minimum transmission power much of the time. This is
a product of only offering a small set of transmission power
levels. PARO software is designed to always round up to the
next available power level. For example, if PARO computed
the minimum transmission power to be 10 milliwatts then the
packet would be transmitted at 20 milliwatts using the Aironet
radio. This has the impact of using more power than nec-
essary but the extra margin is useful in the case of mobility
and stability of routes. Figure 11 shows the aggregate trans-
mission power necessary to transmit one packet between a
source–destination pair using a single redirector; that is, a sin-
gle packet between nodes A and B using packet forwarding
by redirector node C. Node C is positioned at different loca-
tions along a line between nodes A and B. Figure 11 shows
the power optimization results for an “ideal” transceiver (de-
termined by equation (1)) against results obtained from the
Aironet radio. Figure 11 confirms that the Aironet PC4800
transceiver can only approximate the performance of the ideal
transceiver.

Table 1 shows the aggregate transmission power needed
to transmit a single packet between nodes A and B using not
one but several intermediate redirector nodes. In all cases we
evenly distributed the forwarding nodes between source and
destination pairs. For both outdoor and indoor environments
we separated the source and destination nodes to the maxi-
mum distance allowed while transmitting at 100 milliwatts.
From table 1, we observe that power optimization is better
for stronger path attenuation conditions (i.e., indoor versus
outdoor). This result is expected since the strength of ra-
dio waves decay faster under strong path attenuation settings.
Thus, nodes in indoor environments benefit much more of the
presence of redirector nodes.

Table 1
Aggregate transmission power versus number of nodes for outdoor and in-
door settings.

Number of forwarding nodes
0 1 2 3 4 5

n = 2 (outdoor) 100 100 60 80 25 30
n = 3.25 (indoor) 100 40 15 20 5 6

7.3. Discussion

The experimental results show that PARO can be partially
implemented using off-the-shelf radio technology providing
transmission power savings. However, due to a number of
limitations with existing radio and software support technol-
ogy the full power savings of PARO are difficult to attain to-
day. In what follows, we discuss our implementation expe-
riences and the impact of these limitations on the potential
gains of PARO. Much of these comments are driving our fu-
ture work.

Some radio anomalies are highlighted in figure 11. For ex-
ample, when the redirector is positioned at the mid-point be-
tween the source and destination nodes the ideal transceiver
offers significant savings. However, in the case of the outdoor
experiment using the Aironet PC4800 radio, positioning the
redirector at the mid-point provides no power savings. Such
anomalies are mainly the product of the operational granular-
ity (i.e., the number of transmission power levels available) of
the radio used.

Almost as important as having a larger set of transmission
power levels is the manner in which these different levels are
spaced with respect to each other. Transmission power levels
for the Aironet PC4800 radio are exponentially spaced at 1, 5,
20, 50 and 100 mW. Therefore, the Aironet PC4800 is capable
of using 1 mW for destinations that are a short distance from
the transmitter, and 100 mW when the receiver is far away for
example. Separating transmission levels in such an exponen-
tial fashion allows for a better approximation of the minimum
transmission power at both near and far distances within the
maximum transmission range of the transceiver. In contrast,
a linear spacing of transmission power levels provides good
accuracy only at either near or far distances but not at both
near and far distances.

Regarding the delay involved in switching between trans-
mission powers, ideally the transceiver should be capable of
switching transmission power at the RTS–CTS time-scale.
Whether or not this is possible in the future strongly de-
pends on how much transmission power savings would im-
prove the overall power consumption of a device, thus, moti-
vating transceiver designers to improve this switching speed.
For the PC4800 radio this delay is approximately 7 millisec-
onds. During this period the radio transceiver is neither capa-
ble of receiving nor transmitting packets. As we discussed in
section 5, RTS–CTS packets need to be transmitted at max-
imum transmission power to guarantee the operation of the
IEEE 802.11 MAC. This constraint means that PARO cannot
fully operate using the Aironet radio because it is not pos-
sible to switch the transmission power between RTS–DATA
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packets (transmitting node) nor CTS–ACK packets (receiver
node) given the slow switching time. The only scenario where
PARO could be deployed using current IEEE 802.11 Aironet
PC4800 radios is in the case where the network operates at
low traffic loads. In this case, the probability of a node finding
hidden terminals while transmitting a packet would be small,
thus RTS–CTS is unnecessary.

The Aironet PC4800 radios permit switching RTS–CTS
mode ON and OFF depending on an RTS threshold. This
threshold determines the minimum size of a transmitted data
packet that requires the use of RTS–CTS. When the transmit-
ted packet is equal to, or larger than the RTS threshold, an
RTS packet is sent. This threshold ranges from 0 to 2400
bytes with a default value of 2048 bytes. The rationale be-
hind this threshold is that the presence of hidden terminals
is more disruptive for larger, rather than smaller data pack-
ets. This is because a transmitting node does not learn that
a collision (due to hidden terminals) has occurred until the
end of transmitting a data packet. Therefore, for larger data
packets a transmitting node waits longer before it retransmits
a packet. RTS–CTS packets are smaller in size and, if lost
due to collision, can be retransmitted quickly with little over-
head in comparison to data packets. The disadvantage of us-
ing RTS–CTS is that for each data packet transmitted that is
larger than the threshold size, another packet must be trans-
mitted and received, thereby reducing throughput.

The current RTS threshold does not relate to the network
load and, therefore, it cannot be used to PARO’s advantage.
What is needed is a threshold that switches RTS–CTS on,
when the traffic load is high, and off, when the traffic load
is low; this operation is equivalent to switching PARO’s op-
eration off and on, respectively. A module implementing this
functionality could take advantage of the number of collisions
that data packets experience (which relates to network load)
in order to switch the RTS–CTS mechanism on or off. It is
important to note that because packets being forwarded be-
tween a source and destination may interfere with each other,
switching RTS–CTS off may work only if the inter-packet de-
lay is longer than the end-to-end delay of the path. Such a
restriction is very limiting. As we discussed earlier the intro-
duction of new MAC protocols such as Power Controlled Me-
dia Access Protocol (PCMAP) [15] can help overcome many
of these limitations. We are studying how new MAC proto-
cols can best offer the necessary dynamic power control sup-
port for PARO as part of our future work.

PARO proposes a cost function that makes the assump-
tion that power consumption during the transmission mode
is dominant and outweighs the collective power consump-
tion during reception, idle and sleep modes. Therefore, in
this work we only consider transmission power during data
communication. We refer to a radio with these character-
istics as an ideal radio. The full realization of an ideal ra-
dio is not possible because devices consume power during
other radio operations. For example, some IEEE 802.11 ra-
dios have a power consumption of 1400 mW in the trans-
mission mode, 1000 mW in the reception mode, 830 mW in
the idle mode, and 130 mW during sleep mode [25]. There-

fore, when IEEE 802.11 radios are used, applying PARO
route optimization has little impact on the resulting power
savings of the network interface. PARO introduces redirec-
tors between source–destinations nodes that otherwise can
communicate with each other directly. Introducing redi-
rectors increases the number of times that a packet is re-
ceived and transmitted before reaching its final destination.
Until new radios are developed where the power consump-
tion during reception is significantly smaller in comparison
to power consumption during transmission then power op-
timization protocols such as PARO will show limited bene-
fit.

8. Quality of Service

The main goal of PARO is to reduce the overall transmission
power in the network in a simple, scalable manner. Using
dynamic power control to accomplish this goal, however, im-
pacts traditional QoS metrics such as throughput and end-to-
end delay. While PARO is not designed to provide QoS as-
surances it is important to understand its impact on these per-
formance metrics. Clearly, the introduction of one or more
redirectors will have a negative impact on some of these met-
rics (e.g., end-to-end delays). In what follow, we discuss this
impact. Many of the observations we make are more gener-
ally applicable to multihop radio systems.

8.1. Power control

The impact of transmission power control on network through-
put has been widely studied in the context of cellular net-
works [5,20], and more recently for shared medium wireless
ad hoc networks [1,16]. The later analysis typically focuses
on the maximum capacity of the network as a function of
the transmission range, node density, and the average dis-
tance between source–destination pairs. In [6] the authors
show that the end-to-end throughput available to each node
is O(1/

√
n) for random traffic patterns where n is the num-

ber of nodes. The main QoS tradeoff involved in a power
controlled multihop ad hoc network has to do with the aver-
age number of times a packet is forwarded versus the average
number of interfering nodes per attempted transmission. In-
creasing the transmission range reduces the number of times
a packet needs to be forwarded en route to its final destina-
tion. However, increasing the transmission range increases
the interference and therefore the channel contention every
time a node attempts to transmit, thus increasing transmission
delays. An opposite tradeoff applies when the transmission
range is reduced. In [6] it is shown that reducing the trans-
mission range is a better solution in terms of increasing the
traffic carrying capacity of the network. The analysis pre-
sented in [6] only considers the physical capacity of the net-
work, and not, the inefficiencies of the MAC protocol being
used to transport data on top of the physical network. Unfor-
tunately MAC protocols designed for cellular WLAN access
may not be appropriate for multihop ad hoc operation.
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In order to analyze how transmission power control im-
pacts PARO we performed some experiments on a simple
PARO “chain” network topology using CBR/UDP traffic. A
chain network refers to a network where all the forwarding
nodes are located over a straight line connecting source and
destination nodes, as illustrated in figure 12(a). We use a
chain network because it is easy to analyze its behavior and
offers what we would expect to be the better results.

Figure 12(a) shows the simulation scenario of a simple
chain network with the source (node 1) and destination (node
5) nodes set 200 meters apart and with three redirectors set
50 meters apart between them. The dashed line in the fig-
ure corresponds to the transmission range and the dotted line
to the sensing range. Figures 12(b), (c) show simulation re-
sults for a varying number of redirectors between the source–
destination nodes and packet sizes (viz. 64, 512 and 1500
bytes). In each case we locate redirectors at equal distances
between the source–destination nodes. As figures 12(b) and
(c) show the channel utilization drops sharply and the end-
to-end delay increases as the number of redirectors increase.
In the experiments illustrated in figure 12(a) all redirectors
are separated by the same minimum transmission range from
other adjacent redirectors in the chain network. This set up
allows PARO to transmit both RTS–CTS and DATA pack-
ets using the same minimum transmission power level. In
the more general case where redirectors are not located at the
same transmission range, nodes are required to transmit RTS–
CTS packets with the maximum transmission range to main-
tain MAC operations, thus reducing spectral reuse in the net-
work. Therefore, the results shown in figures 12(b), (c) can
be considered as the best case scenario, and in general, the
performance of IEEE 802.11 based PARO networks would be
worse. The number of redirectors used is shown in brack-
ets (e.g., (3) indicates that 3 redirectors are used) in figures
12(b), (c).

Several factors contribute toward the observed degraded
performance. It is widely known that IEEE 802.11 is not the
best MAC for multihop ad hoc networks and results in lowers
throughput and increases in end-to-end delays seen by appli-
cations [2,14]. Decreasing the transmission range not only
reduces the number of transmission opportunities that redi-
rectors can use for their own transmissions, but every time a
node attempts a transmission and senses the medium busy, it
backs off for an exponentially increasing period of time after
each failed attempt before trying again to transmit using the
CSMA/CA access protocols. Referring to figure 12(a), when
node 4 transmits to node 5 no other node in the network can
transmit during that time. This is because when node 2 senses
an ongoing transmission between node 4 and node 5, inhibit-
ing node 1 from transmitting to node 2; that is, node 2 will
not send a CTS after receiving an RTS from node 1. A sim-
ilar situation occurs when nodes 1, 2 and 3 transmit. As a
result the theoretical channel utilization of this simple chain
network is 1/4 of the maximum capacity. In fact figure 12(b)
shows that only 1/5 of the maximum throughput is achieved.
Similar results are discussed in the literature [14].

(a)

(b)

(c)

Figure 12. Throughput and delay performance of PARO.

8.2. Sensing and reception ranges

Sensing and transmitting ranges impact the performance of
CSMA/CA based (e.g., IEEE 802.11) multihop ad hoc net-
works. The transmission range in CSMA/CA is defined as
the maximum distance from the transmitter where an over-
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Table 2
Sensing range (Sx)/reception range (Rx) ratio for the IEEE 802.11.

# redirectors Rx (meters) Sx (meters) Sx/Rx

0 200 550 2.75
1 100 220 2.2
3 50 144 2.88
7 25 102 4.08

hearing node can still decode the received signal correctly.
The sensing range, on the other hand, is the maximum dis-
tance from the transmitter where an overhearing node con-
siders the channel busy, independent of whether or not this
node can decode the received signal correctly. For WaveLAN
IEEE 802.11 radios the transmitting and sensing range thresh-
olds corresponds to 3.652e−10 and 1.559e−11 watts, respec-
tively. This corresponds to transmitting and sensing range
of 200 and 550 meters for a normal power transmission of
0.2818 watts, respectively.

An ongoing transmission by a node inhibits any other node
transmitting within its sensing range. Table 2 shows the
equivalent sensing range for a given transmission range using
the carrier sense and reception thresholds for the WaveLAN
IEEE 802.11 radio. Table 2 shows this for different num-
bers of redirector. In each case the transmission power is the
minimum transmission power between adjacent redirectors.
Table 2 also shows the ratio between sensing and transmis-
sion ranges (Sx/Rx ). This ratio is a very important parameter
not only for the performance of PARO but also for the perfor-
mance of any multihop routing protocol (e.g., MANET). This
is because whenever a forwarding node is actively transmit-
ting it inhibits Sx/Rx other forwarding nodes from transmit-
ting at the same time. A high Sx/Rx ratio limits the number
of simultaneous transmissions along a given route, thus re-
ducing the overall channel utilization. The Sx/Rx ratio does
not remain constant but increases as the number of redirec-
tors increases, as shown in table 2, thus reducing the overall
channel utilization as the number of redirectors increase.

8.3. Spectral reuse

As discussed in section 3.1 most propagation models assume
the strength of the received signal to be ∼ 1/dγ fraction of the
strength of the transmitted signal. The higher the value of γ
the faster the signal strength decays with distance, and there-
fore the closer two transmitting nodes can be to each other
without interfering with each other’s transmissions. For in-
door environments most propagation models assume an at-
tenuation proportional to ∼ 1/d4, thus contributing toward a
higher spectral reuse in the network. In the case of outdoor
environments some propagations models consider an attenu-
ation of ∼ 1/d2 or consider a two path loss model. The later
model considers two regions: a first region where the sig-
nal attenuation is proportional to ∼ 1/d2 (inside the Fresnel
zone), and a second region outside the Fresnel zone where
the signal attenuation is proportional to ∼ 1/d4. Because the
distances between redirectors in PARO are mostly within the

∼ 1/d2 zone instead of the ∼ 1/d4 zone there is less spectral
reuse when using PARO in outdoor environments.

Ideally, it is desirable to have the sensing range closer to
the receiver range in order to increase spectral reuse in the
network. This goal can be achieved by lowering the minimum
signal to interference ratio (SIR) that a node can tolerate when
receiving a packet correctly. However, such a change would
increase the complexity of the hardware and similarly its cost.

8.4. Toward QoS-aware PARO

One interesting area of future work will consider building
QoS support into PARO for applications that want to trade-
off better QoS for suboptimal power savings. This could be
achieved by simply limiting the number of redirectors intro-
duced between a source–destination pair thereby achieving a
certain throughput/delay objective.

The first QoS enhancement would allow sessions to con-
trol the number of redirectors used in a greedy fashion. In
this scenario each source–destination session would introduce
one redirector at a time, measure the end-to-end performance,
and then decide based on the measured performance met-
rics, whether or not another redirector should be added to the
route. This process would continue until the desired balance
between QOS and power savings is achieved. A new flag
could be inserted into the packet header to advertise whether
or not each session is willing to add more redirectors along
the path. A redirector introducing itself in the route could turn
this flag OFF so no other node along the route attempts to be-
come a redirector. A technical problem that would need to be
solved is how to add redirectors in each route in a way such
that they appear (as much as possible) to be located equal dis-
tances from each other. This condition is important because
having redirectors too close to each other adversely impacts
the performance, as discussed previously. Because each ses-
sion makes local decisions about the introduction of redirec-
tors this may result in an overall unstable solution where other
sessions try to optimize their own constraints at the same time.
For example, a certain session that introduces a new redirec-
tor along its path may impact the QoS performance of other
active sessions in the vicinity, possibly triggering the contin-
uous addition and removal of redirectors by other active ses-
sions. There is a need to best understand these QoS and PARO
tradeoffs and develop a suitable set of algorithms.

Another approach that looks promising is to study the con-
cept of power controlled differentiate QoS. This approach
as the name suggest provides different QoS performance to
flows belonging to different service classes. This is very sim-
ilar to the concept of differentiated services being discussed in
the IETF. The simple idea is that a flow with fewer redirectors
will obtain better QoS performance compared to flows having
more redirectors in the path. Best effort traffic, for example,
could introduce as many redirectors as the basic PARO proto-
col would support. In contrast, real-time traffic may limit the
number of redirectors or add no redirectors at all.



U
N

C
O

R
R

EC
TE

D
  P

R
O

O
F

VTEX(P) PIPS No:5138870 artty:res (Kluwer BO v.2002/10/03)
n5138870.tex; 2/06/2003; 10:08; p. 16

458 GOMEZ ET AL.

9. Related work

Previous work in the area of power optimization in wireless
networks has mainly focused on reducing the power of de-
vices at the hardware level [8,9] or at the MAC level [3,23].
This goal is generally achieved by allowing devices to operate
in low-power modes, sleeping during periods when no pack-
ets are destined for reception at a particular device.

Transmission power control in wireless networks has
mainly addressed the control of the amount of interference
that wireless devices operate in. In [20] work on joint power
control between the base station and mobile devices deter-
mines the minimum transmission power for each mobile de-
vice for the uplink in a manner where the SNR thresholds for
each communication link is met. In [5] microeconomics con-
cepts and game theory are applied to power control in a dis-
tributed CDMA wireless system. In [15] transmission power
control is used to improve the throughput capacity in a wire-
less packet network. In [19] power control is used to shape
the topology of a multi-hop wireless network in a way that
balances network-partitioning resilience versus spatial reuse.

In [13] a wireless ad-hoc network is divided into several
clusters with a cluster-head responsible for handling most of
the routing load in a power-efficient manner. In [7] micro sen-
sor nodes use signal attenuation information to route packets
towards a fixed destination known to all nodes in a energy-
efficient way. In [27] different algorithms to discover energy-
efficient broadcast and multicast trees are presented. Work
presented in [24] uses a shortest-hop routing algorithm to dis-
covers the route with the lowest total cost among alternative
paths from a source to a destination. The cost of each seg-
ment of the path is determined by the remaining lifetime of
each forwarding node. The energy consumed in transmitting
and receiving one packet over one hop is assumed to be con-
stant in this work. In [4] an energy efficient routing protocol
balances the traffic load in the network in order to maximize
the lifetime of forwarding nodes.

A routing protocol addressing a similar problem space as
PARO is discussed in [21]. In [21] wireless-enabled nodes
discover energy-efficient routes to neighboring nodes and
then use the shortest path Bellman–Ford algorithm to discover
routes to any other node in the network. PARO differs from
[21] in several ways. PARO devices do not rely on the avail-
ability of GPS to track the location of mobile nodes but uses
signal attenuation to discover energy-efficient routes to neigh-
boring nodes (i.e., those nodes located within the maximum
transmission range). In addition, PARO does not only tar-
get finding energy-efficient routes as a goal. Rather, PARO
attempts to achieve this goal using the minimum energy. Fi-
nally, PARO is designed to operate below standard layer 3 ad-
hoc routing protocols to provide wide area coverage support
in mobile environments.

Development of routing protocols capable of operating in
wireless ad-hoc networks is the goal of the MANET work-
ing group in the IETF [11]. Little attention, however, has
been placed on power conservation by the group. Rather,
MANET routing protocols attempt to “minimize” the number

of intermediate hops (thereby minimizing delay) between any
source–destination pair in the network [12,17,18]. MANET
protocols are based on broadcast flooding schemes and, there-
fore, suffer of the same drawbacks as MLSR in order to dis-
cover power-efficient routes.

10. Conclusion

In this paper, we have presented PARO, a dynamic power
controlled routing scheme for wireless ad hoc networks. We
evaluated PARO and compared its performance to MLSR. We
found that PARO consumed less power in order to find power-
efficient routes compared to MLSR due to its point-to-point
on-demand design. An implementation of the PARO system
using a commercial IEEE 802.11 radio showed a basic proof
of concept even though some inefficiencies and anomalies
were identified. Currently, we are studying the performance
of Internet applications and transport protocols operating over
PARO. We are particularly interested in further studying qual-
ity of service issues such as delay, “goodput” and packet error
rates under such a regime. Furthermore, we are investigating
complementary techniques that help save reception and idle
power in PARO-based wireless ad hoc networks.
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