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Abstract

ThispaperintroducesPARO, a poweraware routingop-
timization that helpsto minimizethe transmissionpower
neededo forward padketsbetweenwirelessdevicesin ad
hoc networks. Using PARO, one or more intermediate
nodescalled“r edirectors” electsto forward padetson be-
half of source-destinatiompairs thusreducingthe aggregate
transmissiopowerconsumedby wirelesdevices.PARO is
applicableto a numberof networkingernvironmentsnclud-
ing sensometworkshomenetworksandmobilead hocnet-
works. In thispaperwe presenthedetaileddesignof PARO
and evaluatethe protocol usingsimulationand experimen-
tation. We showthroughsimulationthat PARO is capable
of outperformingtraditional broadcast-basedouting pro-
tocols (e.g., MANET routing protocols) due to its power
conservingpoint-to-pointon-demanddesign. We discuss
someinitial experiencesrom an early implementatiorof
the protocolin an experimentalwirelesstestbedusing off-
the-shelfradio technolagy.

1. Introduction

A critical designissuefor future wirelessad hoc net-
works is the developmentof suitablecommunicationar
chitectures,protocolsand servicesthat efficiently reduce
power consumptiortherebyincreasinghe operationalife-
time of network enabledwirelessdevices. Transmission
power control usedfor communicationsmpactsthe oper
ational lifetime of devicesin differentways. For devices
where the transmissionpower accountsonly for a small
percentageof the overall power consumed(e.g., a wire-
lessLAN radio attachedto a notebookcomputer)reduc-
ing thetransmissiorpower maynot significantlyimpactthe
device's operationallifetime. In contrast,for small com-
puting/communicatiomeviceswith built-in or attacheda-
dios (e.g., cellular phones,PDAs, sensorsgtc.) reducing
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thetransmissiorpower may significantlyextendthe opera-
tional lifetime of a device, thus,enhancinghe overall user
experience.

The designof routing protocolsfor wirelessad hoc net-
works is challenging. Bandwidth and power resources
available in wirelessnetworks represenscarceresources.
The signalingoverheadof routing protocolsmay consume
a significant percentageof the available resourceseduc-
ing the end users bandwidthand power availability. This
is compoundedy the fact that topology changesn wire-
lessandmobile networks occurat a muchfastertime scale
in comparisorto wired networks. Thus, routing protocols
shouldbe capableof rapidly respondingo thesechanges
usingminimumsignalingandtakinginto accounthepower
resenesdistributedin wirelessnetworks.

To addresshesechallengeswe proposePARO, apower-
awareroutingtechniquefor wirelessadhocnetworkswhere
all nodesare located within the maximum transmission
rangeof eachother PARO usesa paclet forwardingtech-
niguewhereimmediatenodescanelectto beredirectois on
behalfof source-destinatiorpairswith thegoalof reducing
theoveralltransmissiorpower neededo deliver pacletsin
thenetwork, thus,increasingheoperationalifetime of net-
workeddevices.

Optimizationof transmissiorpower asa meansto im-
prove the lifetime of wireless-enabledevicesandreduce
interferencen wirelessnetworksis beginningto gainatten-
tion in the literature[7] [8] [3] [5] [9] [6]. Typically, more
power is consumediuringthe transmissiorof packetsthan
thereceptionor during“listening” periods.Transmissiorto
adistantdevice at higherpower may consumea dispropor
tionateamountof power in comparisorto transmissiorto
anodein closerproximity. PARO is basedon the principle
that addingadditionalforwarding (i.e., redirectors)nodes
betweensource-destinationpairs significantlyreducegshe
transmissiorpower necessaryo deliver pacletsin wireless
ad hoc networks. We proposethat intermediateredirec-
tor nodesforward packetsbetweensource-destinatiopairs



evenif the sourceanddestinationarelocatedwithin direct
transmissiomangeof eachother Therefore PARO assumes
thatradiosarecapableof dynamicallyadjustingtheir trans-
missionpower on a perpacletbasis.

PARO attemptsto maximize the numberof redirector
nodesbetweensource-destinationpairs therebyminimiz-
ing the transmissionpower. This is in direct contrastto
MANET routing protocols(e.g.,AODV, DSR andTORA)
[4] which attemptto minimize the number of hops be-
tweensource-destinatiopairs. One commonproperty of
theserouting protocols[4] is thatthey discoser routesus-
ing a variety of broadcasflooding protocolsby transmit-
ting at maximumpower in orderto minimize the number
of forwarding nodesbetweenary source-destinatiopair.
Wide-arearouting protocolsdiscover unknovn routesus-
ing high power to both reducethe signalingoverheadand
to make surerouting informationis entirely floodedin the
network. Delivering datapacletsin wirelessad hoc net-
works using minimum-hoproutes,however, requiresmore
transmissiompower to reachdestinationdn comparisorto
alternatve approachesuchas PARO that usesmore in-
termediatenodes. In [2], we shov that MANET routing
basedon broadcastflooding techniquesare either ineffi-
cient, becausehey generat¢oo mary signalingpacletsat
lower transmissiorpower, or areincapableof discovering
routeghat“maximize” thenumberof intermediatdorward-
ing nodesbetweensource-destinatiomodes. Becauseof
thesecharacteristicSMANET routingprotocolsdo notpro-
vide a suitablefoundationfor discovering optimal power-
awareroutesin wirelessadhocnetworks. As aresult,there
is aneedto developnewn power-awareroutingapproaches.

The designof a power-efficient routing protocolshould
considerboth data transmissionand route discovery. In
termsof power transmissiontheseprotocolsshouldbe ca-
pable of efficiently discovering routesinvolving multiple
hops,thus minimizing the transmissiorpower in compar
ison to standardflooding basedad hoc routing designs.
PARO departsfrom broadcast-basedesignsand supports
a node-to-nodéasedrouting approachthatis more suited
to the efficient discovery of powerawareroutes. PARO is
notonly applicableasalocal arearoutingtechnologywhere
all nodesarewithin directtransmissiommangeof eachother
(e.g., personalareanetworks, home networks, sensomet-
works,WLANS) butit canalsoperformpower optimization
asalayer2.5routingtechnologyoperatingoelov wide-area
MANET routing protocols. In this case,PARO provides
wide-arearouting protocolswith local enegy-conserving
routesand wide-arearouting is usedto forward paclets
whenthe sourceanddestinatiomodesareoutsidethe max-
imum transmissiomangeof eachother

The structureof this paperis as follows. Section2
presentghe PARO modeland Section3 discusseshe de-
tail designof the corealgorithmsthatincludethe overhear

ing, redirecting,route corvergenceand route maintenance
mechanismsFollowing this, enhancement® the coreal-
gorithmsto supportmobility are presentedn Section4.
A performanceevaluationof PARO, and comparisorto a
broadcast-basdihk staterouting protocolthat usestrans-
missionpower asthelink costunit arepresentedn Section
5 andSection6, respectiely. Section7 providessomeini-
tial experiencedrom anearlyimplementatiorof the proto-
col in anexperimentalwirelesstestbedusing | EEE 802.11
technology Finally, we presentsomeconcludingremarks
in Section8.

2. PARO Modedl
2.1. Link Assumptions

PARO requiresthat radios are capableof dynamically
adjustingthetransmissiompower usedto communicatevith
othernodes.Commercialradiosthat supportlEEE 802.11
andBluetoothincludeaprovisionfor power control. PARO
assumeghat the transmissiorpower requiredto transmit
a paclet betweennodesA and B is someavhat similar to
the transmissiorpower betweennodesB and A. This as-
sumptionmay bereasonablenly if theinterferencefding
conditionsin both directionsare similar in spaceandtime,
which is not always the case. Becauseof this constraint
PARO requiresan interference-freéMedia AccessControl
(MAC) found in frequeng bandradios suchas Channel
SenseMultiple Access(CSMA). In addition, PARO re-
quiresthat every datapaclet successfullyreceved is ac-
knowledgedat the link layerandthatnodesin the network
arecapableof overhearingry transmissionby othernodes
aslong astherecevedsignalto noiseratio (SNR)is above
a certainminimum value. Any nodeshouldbe capableof
measuringhereceized SNR of overheardhaclets. Thisin-
cludeslisteningto ary broadcastunicastandcontrol (e.g.,
acknavledgmentpaclets.

2.2. Cost Function

Thegoalof PARO is to minimizethetransmissiompower
consumedn thenetwork. A nodekeepsts transmitter‘on”
to transmitonedatapacletto anothemodefor L/C seconds
where L is the size of the transmittedframein bits (e.g.,
dataplus layer 2 headersiand C is the raw speedof the
wirelesschanneln bits/secondSimilarly, therecevernode
keepsits transmitteron to acknavledgea successfublata
transmissiorior acombinedperiodof [ /C secondsvherel
is the sizeof the acknavledgemenframeincludinglayer 2
headers.

Now considera network composedof several static
nodes.Lets assumehereare seseral alternatve routesbe-
tweena given source-destinatiopair in the network and



that eachrouteinvolvesa differentsetand numberof for-
wardingnodes. Thenthe aggreyatetransmissiorpower to
forward one paclet alongan alternatve route k, Py, is de-
finedasfollows:
Ny,
Py, = Z(Ti,i-HL +Tiy1,4l)/C (1)
=0

ThefactorT; ; in Equationl is the minimumtransmission
powerat node: suchthatthe recever nodej alongroute
k is still ableto receve the paclet correctly (7} ; will be
definedformally in Section3.1), while Ny, is the numberof
timesadatapacletis forwardedalongroutek includingthe
sourcenode.Equationl considerdgransmissiompoweronly,
thus, it neglectsthe cost of processingoverheardpaclets
andthecostof keepingtheradioin alisteningmode.PARO
is suitablefor devicesfor which adjustingthe transmission
power benefitsthe overall power consumption.The power
consumptiorduringthe transmissiormodeof suchdevices
is higherthanthe pawer consumptiorduringreceptionand
listeningmodesasis thecasewith anumberof commercial
radios. In this case,Equationl represents&n “idealized”
communicatiordevice.

PARO mainly usesdata paclets for route discovery.
However, in somecaseghe protocolusesexplicit signaling
to discover routesin the network, asdiscussedn Section3
andSectiond4. Thegoalof ary power-efficientrouting pro-
tocol shouldbe to reducethe signalingoverheado a min-
imum in orderto save power. PARO triesto find the route
k for which the transmissiorpower, Py, is minimized,and
furthermore,it tries to do discover this route using as lit-
tle transmissiompower aspossible.Let Ry, bethetransmis-
sionpowerconsumedby theroutingprotocolto discoverthe
routefor which P, is aminimum,thenthe costfunctionfor
transmitting@ packetsbetweena given source-destination
pairalongthebestroute,k, is:

N,
Cr=Rr+Q Z(Ti,z’-HL + Tit1,4l)/C 2
i=0
PARO accommodatesoth static (e.g., sensornetworks)
andmobile (e.g., MANETS) ervironments. In the caseof
staticnetworks,oncearoutehasbeenfoundthereis noneed
for route maintenanceinlesssomenodesareturnedon or
off. In a staticnetwork, transmittinga large amountof data
traffic (e.g.,alarge @) clearlyoutweighsthe costof finding
thebestpower-efficientroute(Ry,). In thiscase PARO may
not needto be as efficient while discovering sucha route.
In mobile ervironments however, thereis a needfor route
maintenance.

2.3. Protocol Operations

Prior to transmittinga packet, a nodeupdatests paclet
headeto indicatethe powerrequiredto transmitthepaclet.

A nodeoverhearinganothernodes transmissiorcan then
use this information plus, a localized measureof the re-
ceived power, to compute(usinga propagatiormodel)the
minimum transmissiorpower necessaryo reachthe over-
heardnode.In thissimplemannernodescanlearnthemini-
mumtransmissiompowertowardneighboringhodes PARO
doesnot, however, maintainroutesto other nodesin the
network in advancebut discover routeson a pernodeon-
demandbasis. This approacthasthe benefitthat signaling
paclets,if ary, aretransmittecbnly whenanunknavnroute
to anothemodeis requiredprior to datatransmissionthus
reducingthe overall power consumptionn the network.

At first the operation of PARO may seem counter
intuitive becausen the first iteration of PARO the source
nodecommunicatewvith thedestinatiomodedirectly with-
outinvolving ary pacletforwardingby intermediatenodes
(i.e., redirectors). Any nodecapableof overhearingboth
sourceand destinationnodescan computewhetherpaclet
forwardingcanreducethe transmissiorpower in compari-
sonto theoriginal directexchangebetweersourceanddes-
tination nodes.Whenthis is the casean intermediatenode
may electto becomea redirectorandsenda route-redirect
messageo thesourceanddestinatiomodeso inform them
aboutthe existenceof a morepower efficientrouteto com-
municatewith eachother This optimizationcanalsobeap-
pliedto ary pair of communicatinghodesithus,moreredi-
rectorscanbeaddedo arouteaftereachiterationof PARO
with theresultof furtherreducingthe end-to-endransmis-
sion power. PARO requiresseveral iterationsto corverge
toward a final route that achiezes the minimum transmis-
sionpower, asdefinedin Equationl.

The PARO model compriseshreecore algorithmsthat
supportoverhearing redirectingandroute-maintenances
shavn in Figure 1. The overhearingalgorithm receves
paclets overheardby the MAC and createsinformation
aboutthe currentrangeof neighboringnodes. Overheard
pacletsarethenpassedo theredirectingalgorithm,which
computesvhetherroute optimizationthroughthe interme-
diate node would resultin power savings. If this is the
casethenodeelectsto becomeapotentialredirector trans-
mits route-redirect message$o the communicatingnodes
involved and createsappropriateentriesin its redirectta-
ble. The overheardpacletis thenprocessedby the paclet
classifiermodulewith the resultthat one of the following
actionsis taken: (i) the paclketis passedo the higherlay-
ersif bothMAC andIP addressematch;(ii) the packetis
droppedf neitherMAC nor IP addressematch;or (iii) the
paclet is forwardedto anothernodewhenonly the MAC
addressnatchesin thelattercase PARO searchetheredi-
recttableto find the next nodeenroute andthensearches
theoverheartableto adjustthetransmissiompowerto reach
thatnode.

WhenPARO recevesa datapacket from the higherlay-
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Figure 1. PARO Model

ersit searcheghe redirecttable to seeif a route toward
the destinationnodeexists. If this is not the case,PARO

searcheshe overheairtableto seeif transmissiorpowerin-

formation regarding the destinationnodeis available. If

this is not the case,PARO transmitsthe paclet using the
maximumtransmissiorpower anticipatingthat the recev-

ing nodeis locatedsomavherein the neighborhood Once
the destinationnodereplieswith a paclet of its own then
PARO’s routeoptimizationfollows asdescribedreviously.

PARO relies on datapaclets as the main sourceof rout-
ing informationin the network. When nodesare mobile
andno datapacletsareavailablefor transmissiona source
nodemay berequiredto transmitexplicit signalingpaclets
to maintaina route. Therole of the route maintenancel-

gorithmis to make surethata minimum flow of pacletsis

transmittedn orderto maintaintheroutewhenthereareno
datapacletsavailableto sendatthetransmitter

3. Protocol Design

In what follows, we first describe the necessary
core algorithms for overhearing, redirecting and route-
maintenance. Thesecore algorithmsprovide supportfor
static ervironments(e.g., sensometworks) and sene asa
setof foundationalgorithmsfor mobile ervironments. In
Sectiord, we discusghedetailedenhancement® the core
algorithmsto supportmobility.

3.1. Overhearing

The overhearingalgorithm processegaclets that are
successfullyeceved by the MAC, andcreatesa cacheen-
try in theoverheatableor refreshesnentryin thecasethat
informationaboutthe overheardnodealreadyexists. This
cacheentry containsthe triple [ID, time, T™™], where
the ID is a uniqueidentifier of the overheardnode (e.qg.,
MAC or IP address)time is the time at which the over-
heardevent occurred,and 7™ is the minimumtransmis-
sion power necessaryo communicatewith the overheard
node. Definition: Let R be the minimum signalsensi-
tivity level at nodes atwhich a paclet canstill be receved
properly If R;; is the measuredeceied signal power at
nodes from a packet transmittedby nodej at power T3,
thenthe minimum transmissiorpower for nodei to com-
municatewith nodey, 77", is suchthat R, ; = R,

Thecomputatiorof ij’;"” is difficult becausef thetime-
varying characteristic®f wirelesschannels.In our analy-
sisandsimulationresultsdiscussedater we usea two-ray
propagatiormodel. It is importantto note, however, that
we usethe two-ray modelin this paperto illustrate how a
simplepropagatiormodelcouldbe usedin the operationof
theprotocol.As agenerarule, theappropriatgpropagation
modelthat bestmatcheghe operatingervironmentshould
replacethe simpletwo-ray modelpresentedncludedhere.
The two-ray propagationrmodelis appropriatefor outdoor
ervironmentswherea strongline of sight signal exits be-
tweenthe transmitterandrecever nodesandwhenthe an-
tennasareomnidirectional.

The two-ray propagatiormodel assumeghereare two
main signalcomponentsThefirst components the signal
traveling ontheline of sightandthe secondccomponents a
reflectionwave from aflat groundsurface.Wefirst compute
thedistanceseparatinghe sourceanddestinatiomodesus-
ing thetwo-raymodelby:

T; ;GG hih?

d* =
Rj,,' ’

3)
whered is the distanceseparatingransmitterandthe over
hearingnode,andG; h? andG, h2 arethe antennagain
andantennéieightof thetransmitterandoverhearinghode,
respectiely. It is possibleto approximateTJ?j;"" by:

T in Rzmtnd‘l
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Becauseof fadingand otherchannelimpairmentsit is not
recommendedo computeT{j}i” usingonly a single over
heardpaclet. Rather a betterapproximatiorfor Tz.ff;"" isto
take a moving worst-caseapproach’; ; , wherethe over-
hearingnode buffers up to M previous measurementef
T;%™ andthenchooseghe onewith the highestvalue. If



T/ [k] is the value of T, computedfor the last over-
heardpacletthenwe cancomputethevalueof T ; - as:

5)

where M is the numberof previous measurementef
T;m". Theactualvalueof M canbetunedfor eachpartic-
ular ernvironmentdependingon the obsened variationsof
themeasuregbathattenuationDependingon the statistical

natureof thesevariationsin time of 7% a morecomple

. —=min . ..
computationof 7'; ;= canbe provided. Similarly, we can
usethe two-ray modelto definethe minimumtransmission

rangebetweemodes; and;, lejm, as:
1 TGGh e
Z’J R\j”‘

(6)

3.2. Redirecting

Theredirectingalgorithmis responsibldor performing
the route optimizationoperationthat may lead to the dis-
covery of new routesthat requirelesstransmissiorpower.
The redirectingalgorithm performstwo basic operations:
compute-edirect which computeswhethera route opti-
mization betweentwo nodesis feasible; and transmit-
redirect which determinesvhento transmitroute-redirect
messages.

route-redirects

u S route-redirects
without priority

with priority

(a) Computing Redirect (b) Transmiting Route-Redirect Messages

Figure 2. Redirect Operation

Compute Redirect. Figure 2(a) illustrates how
compute-redirecbperates. In this example,nodesA, B
andC arelocatedwithin maximumtransmissiorrangeof
eachother and, initially, node A communicatedirectly
with node B. BecausenodeC is capableof overhearing
pacletsfrom both A and B nodesjt cancomputewhether
the new route A«~»C«+B hasa lower transmissiorpower
thantheoriginal route A<+ B. More preciselynodeC com-
putesthat a route optimizationbetweemodesA and B is
feasibleif: ) ) )

T > oo + ToR) ™
Similarly, we definethe optimizationpercentagef adding
a redirectorbetweentwo other communicatingnodein a

route,Opt, as:

(Tes +Tep)
S ®

A,B

Opt =

The factor . in Equation? restrictsthe areabetweentwo

communicatingrodeswhereapotentialredirectomodecan
be selectedrom. For networks wherenodesarestaticand
saving batterypower is important(e.g.,a sensometwork)

a canbe setaround1.1-1.2, meaningthat even a small
improvementin transmissiorpower is worth the effort of

adding an extra redirector(e.qg., hop) to the route. Once
a nodecomputeghat route optimizationis feasible,it cre-
atesan entry in its redirecttable that containsthe IDs of

the sourceand destinationnodes, the time when the ta-

ble entry is createdthe IDs of the previous hop and next

nodeen route, andthe total transmissiorpower for single
pacletto traversetheroute. Theitemscontainedn aroute-
redirectmessagéncludethe IDs of the sourceanddestina-
tion nodes,optimizationpercentagelD of the targetnode
thatsenttheroute-redirectnessagdD of nodetransmitting
route-redirecmessageandthetransmissiompowerto reach
thenodetransmittingthe route-redirectessage.

Transmit Redirect. Using PARO several intermediate
nodesmay simultaneouslyvie to becomeredirectorson
behalf of a transmittingnode with the result that multi-
ple route-redirecmessagearesentto a singletransmitting
node. Becauseonly one intermediatenode betweentwo
communicatingnodescan be addedas a redirectornode
at a time the transmissiorof multiple route-redirectmes-
sagegwith theexceptionof the onetransmittedby thenode
computingthe lowest Opt percentageyepresentwasted
bandwidthand power resources. For sparselypopulated
networks, this may not be a problem. However, this is
clearly anissuein the caseof denselypopulatednetworks
where several potential redirectornodeswould be antici-
pated. Thetransmit-redirecalgorithmaddressethis issue
by giving priority for the transmissiorof a route-redirect
messageo the potential redirectorthat computeslowest
route optimizationvaluesfirst. In this manney a potential
redirectorthat overhearsa route-redirectrequestfrom an-
otherpotentialredirectorwith alower Opt valuewould re-
frain from transmittingits own route-redirectrequest(see
Figure5 (b)).

Thereareseveralwaysto give preferentialccesdo cer
tain message#n a distributed manner We useda simple
approachhat consistsof applyinga differenttime-windov
beforetransmittinga route-redirecimessagefter the trig-
geringeventtakesplace(e.g.,thelowerthe Opt valuecom-
puted theshortertheintermediatenodewaitsto transmitits
route-redirectrequest). The lower and upperboundof the
waiting interval are setsuchthatthey do notinterferewith
predefinedimersusedby the MA C protocol,makingthese
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Figure 3. PARO Convergence

boundsMAC dependent.In this paper we usethe IEEE
802.11MAC protocolandcomputethe waiting interval as:

interval = Opt x 100msec 9

In the unlikely scenariothat more than one route-redirect
requestis transmitted the target nodewill choosethe one
providing a lower Opt value. After receving a route-
redirectmessagea nodemodifiesits redirect-tableputting
thesourceof theredirectmessagasthenext hopnode(i.e.,
redirector)for the specificsource-destinatioroute.

3.3. Route Conver gence

Previously we discussedhe casewhereonly oneinter-
mediateredirectornode was addedto a route betweena
source-destinatiopair. The sameprocedurecan be ap-
plied repeatedlyto further optimize a route into smaller
stepswith the result of adding more redirectorsbetween
source-destinationodes Figure3 illustratesanexampleof
a source-destinatioroute comprisedof five sgmentswith
four redirectorsrequiring four iterationsfor route corver
gence.Figure3 shavstheroutetakenby datapacletsafter
eachiterationandthe intermediatenodesselectedasredi-
rectorsaftertransmittingsuccessfutoute-redirectequests.

PARO optimizesroutesonestepatatime, thusit requires
several iterationsto converge to an optimumroute. The
word “iteration” refersto the eventin which a datapaclet
triggersa nodeto transmita route-redirecrequestfor the
first time. As aresultPARO will corverge asfastasthe
transmissiorspeedf data(e.g.,aflow measuredh paclets
persecond}ransmittecby a source Applicationsbasecbn
TCP(e.g.,FTR HTTR, etc.) transmitpacketsin bursts,po-
tentially providing fastercorvergence.Applicationsbased
on UDP, on the otherhand,aresuitablefor transmissiorof
real-timemediawheretheperiodicityof pacletstransmitted
dependn eachspecificapplication thusthe corvergence
of arouteis applicationspecific.

Figure 3 illustratesthe transmissiorpower (see“power
meter”) usedto transmitone paclet betweensourceand
destinatiomodesafter eachiterationof PARO. During the
first iteration, the sourcenodecommunicateslirectly with
the destinatiomode. Lets considerthe transmissiorpower

Tgf’g correspondso 100%whennoredirectoris presented.
During the seconditeration, adding one redirectorin the
routereduceghe transmissiorpower by 63% comparedo

the original T’ ;, value. Note thatthe third andfour iter-
ationsrepresentessimpressve reductionsin transmission
power, especiallythe last iteration which only providesa
2% improvement. A nice property of PARO is that even
after the first iteration of the protocol, considerablesa-
ings in transmissionpower is achieved. This meansthat
nodesdo not have to wait for the protocolto corverge on
the best/finalroute beforeobtainingsignificantpower sav-
ing benefits. It canbe obsened from Figure 3 that each
iterationsimply addsonemoreredirectorbetweeradjacent
forwarding nodesfound in the previous iteration. In this
respectthe new redirectorsaddedto a routeduringaniter-
ation arevery muchdependenbn the redirectorsfound in
the previous iteration. It is possiblethat the first iteration,
which seemedoptimal (e.g., it optimizedthe route better
thanary otherintermediatenode),canleadto afinal route
whichis nottherouteachievzing the minimumtransmission
power. In fact, PARO cannotavoid this from a practical
point of view unlessan exhaustve searchs appliedwhich
works againstsaving power in the network. Therefore the
useof termssuchas “optimum” and “minimum” assume
this caveatwhenusedin the context of PARO.

4. M obility Support

In staticnetworks(e.g.,sensonetworks)thereis noneed
for routemaintenancencetheinitial routebetweersource-
destinatiorpairshasbeenfound, otherthanwhennodesare
turnedoff andon. Adding supportfor mobile nodesto the
core algorithmsis challengingbecauseof the uncertainty
concerningthe currentrangeof neighboringnodesasthey
move in the network. In whatfollows, we discussthe nec-
essaryenhancement® the corealgorithmsto supportmo-
bility.

4.1. Route Maintenance

PARO relieson datapaclketsasthe mainsourceof rout-
ing information. In the caseof mobile nodes,datatraffic
alonemay not be sufiicient to maintainroutes. Consider
theextremecaseof a sourcenodetransmittingpacletsonce
every secondto a destinationwhere every nodemoves at
10 meters/secondn average.In this example,information
aboutthe rangeof the next redirectoren route would be



outdatedasa basisfor the transmissiorof the next paclet.
Dependingon nodedensityandmobility thereis a needto
maintaina minimum rate of paclets betweensourceand
destinatiorpairsin orderto discoverandmaintainroutesas
redirectoramovein andout of existing routes.

A naturalsolution to this problemis to let the source
nodetransmitexplicit signalingpacletswhenthereis no
datapacletsavailableto send.Transmittingsignalingpack-
ets, however, consumeshandwidth and power resources
even if those signaling paclets are only a few bytesin
length. Under fast mobility conditionssignaling paclets
could potentially consumemore power resourceghanthe
casewherea sourcecommunicateslirectly with a destina-
tion nodeassumingertaintraffic patternsin whatfollows,
we discussa humberof enhancement® the overhearing
andredirectingalgorithmsto resohe thesdssuesn support
of mobilenodes.

4.2. Overhearing

Any node transmittinga paclet to the next hop redi-
rectorin the routehasto determinethe next hop’s current
range,which may be differentfrom its last recordedpo-
sition. Clearly, the preferabletransmissiorestimateis the
onethattransmitsapacketusingthe minimumtransmission
range. If a nodetransmitsa packet assuminghat the next
hop’s currentrangeis the sameasthe lastrecordedrange,
thenthreescenariognayoccurs:(i) The currentpositionof
thenext redirectoris within the currenttransmissiorrange.
In this case the transmittingnodefinds the next redirector
but somepoweris wastedbecausenorepower is usedthan
necessaryor this operation.(ii) Thecurrentpositionof the
next redirectoris at the sametransmissiorrangethus the
transmissioris optimum. (iii) The currentposition of the
next redirectoris outsidethe currenttransmissiomange.In
this casethetransmittingnodefailsto find the next redirec-
tor andhasto attempta new transmissiorusingmorepower
thanthe currentlevel.

Scenario3 is moreinefficient than Scenariol because
notonly is morepower used but alsolongerdelaysareex-
periencedn reachingthe next hop. An intuitive solutionto
this problemis to transmita paclet with a highertransmis-
sion rangethan previously recorded jncreasingthe proba-
bility of reachinghenext hopnodeonthefirst attempt.We

. .. . . ——new
definea nev minimumtransmissionange,D; ; , as:

——~new

D

R N (10)
where A representhiowv muchthe transmittingnodeover
estimateghe transmissiorrangeof the next nodeenroute.
The value of A dependson the averagespeedof nodes
andthe time interval betweenthe last time the next redi-
rectorenroutewasoverhearcandthe currenttime; we re-

fer to this interval asthe silence-interval The longerthe

silence-interal thegreaterthe uncertaintyaboutthe current
rangeof the next nodeand thereforethe larger the value
of A. We resole this problem by requiring the source
nodestransmitroute-maintenanceacletstoward destina-
tion nodeswhenerer no datapacletsareavailablefor trans-
missionfor a specificinterval calledroute-timeout Trans-
missionof route-maintenancmessageenly occurswhen-
ever anode,whichis actively communicatingvith another
node,stopstransmittingdatamessagefor a route-timeout
period. The transmissiorof route-maintenancenessages
putsanupperboundon the silence-interal, thus,an upper
boundon A.

4.3. Redirecting

Becausef mobility, aredirectomodemaymoveto alo-
cationwhereit nolongerhelpsto optimizethetransmission
power betweentwo communicatingnodes. In this case,it
is necessaryo remove sucha nodefrom the pathusinga
route-redirectmessage.Figure 4 illustratesthis scenario.
Node A communicatesvith nodeD usingnodesB andC
asredirectornodes,asshowvn in Figure4(a). Figure 4(b),
shavsthe positionof nodesaftersometime haselapsedIn
Figure 4(b) nodeB movesto a positionwhereboth nodes
B and C have the sametransmissiorrangefrom nodeA.
WhennodeA sendsa pacletto nodeB, it is alsooverheard
by nodeC. BecausenodeB is the previous hopto nodeC
alongthe route betweennodesA and D, thennodeC can
determinghatnodeB hasmovedout of the optimumroute.
In this case,nodeC transmitsa route-redirecmessagéo-
ward nodeA requestingnodeA to re-routeits datapaclets
directly to nodeC. Figure 4 (c) shavs the new route after
nodeA re-routenew packetsto nodeC.
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Figure 4. An Example of Removing a Subop-
timal Redirector from an Existing Route



5. Perfor mance Evaluation

In this section,we presentan evaluationof PARO and
discussa numberof performanceissuesassociatedvith
power optimizationand route maintenance.We usedthe
nsnetwork simulatorwith the CMU wirelessextension[1]
to evaluate PARO. The simulator supportsphysical, link
and routing layersfor single/multi hop ad-hocnetworks.
The propagationmodelis basedon a two-ray model dis-
cussedn Section3.1. After receving apacleteachnodein-
vokesa propagatioormodelto determinghe power atwhich
the paclket wasreceved. If the nodedetermineghat the
paclet was successfullyrecevved (e.g.,the receved power
was above a certainthreshold)it passeghe paclet to the
MAC layer. If the MAC layerrecevesanerrorfree paclet
it passeshe pacletto thelink layerandsoon. Thesimula-
tion useghe standarchs/CMU mobility model.

We use the IEEE 802.11 MAC protocol which uses
ChannelSenseMultiple Accesswith Collision Avoidance
(CSMAJ/CA) alsoreferredto in IEEE 802.11asthe Dis-
tributed CoordinationFunction (DCF). In IEEE 802.11a
pacletis successfullycapturedby a nodes network inter-
faceif thesense®NRof therecevvedpacletis aboreacer
tain minimumvalue! otherwisethe packet cannotbedistin-
guishedfrom backgrounchoise/interferenceCommunica-
tion betweertwo nodesin IEEE 802.11usesRTS-CTSsig-
naling beforethe actualdatatransmissiorniakesplace.Due
to the potentialproblemof nodesnot being able to listen
to RTS-CTSpacletsin the caseof a systemwith dynamic
transmissiorpower control, we alwaystransmitRTS-CTS
pacletsat maximumtransmissiorpower.

5.1. Power Optimization

As discussedn Section3.3,themoredenselypopulated
thenetwork the highertheaveragenumberof potentialredi-
rectornodesandthelower the averagetransmissiorpower
betweersource-destinatiopairs. The simulationtopology
consistsof a 100x100network with 10, 30 and 100 ran-
domly positionedstatic nodesfor eachexperiment. The
simulationtracelastsfor adurationof 100secondsvith ten
UDP/CBRflows transmitting512 bytespaclet every three
secondsThesimulationusesavaluefor a = 1 which con-
figuresPARO to find the bestpower-efficient route. Fig-
ure 5 shows that the aggreyate power necessaryo trans-
mit all datapacletsversusthe numberof nodesin the net-
work. Figure5 alsoindicates(betweerparenthesisphe av-
eragenumberof timesa paclet is forwardedbeforereach-
ing its destinatiomode(i.e., averagenumberof redirectors
enroute). Thisnumbelis dependenbnthenumberof nodes

1For Wavelan, this values correspondgo 0.2818 watts for normal
powertransmissionl.559e-1wattsfor carriersensehresholdo detecta
collision; and3.652e-10vattsfor the sensitvity of recever.
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Figure 5. Transmission Power versus Average
Number of Redirector s

andnodedensity asmentionedpreviously. The higherthe
numberof nodesin the network the higherthe probability
of having moreredirectorsbetweencommunicatinghodes.
We obsenrethattheaggreyatetransmissiompowerdecreases
asthe numberof redirectornodesincreases. At first the
aggrejatetransmissiorpower decreasespidly whenthere
are betweenan averageof 0.5 and 2.9 redirectorspresent.
Theaggreatetransmissiopowerthendecreaseslowly up
to anaverageof 5.4intermediateedirectomodesasshavn
in the simulationplot.

Figure 5 shows that in terms of transmissionpower
alone it doesnotpayto have morethanthreeredirectorger
source-destinatiopair. Having morethanthreeredirectors
may increaseend-to-enddelay and likelihood of network
partitions. Figure 5 alsoindicatesthe transmissiorpower
neededf no redirectorswere addedbetweensource-des-
tination pairs. Comparingthe two scenariogi.e., with and
withoutredirectors)n Figure5, we clearlyobsenetheben-
efit (i.e., power savings) of addingintermediateredirector
nodes. However, evenif no intermediatenodesare found
betweersource-destinatiopairs,by default PARO will use
theminimumtransmissiorpower information(if available)
to communicatevith a destinatiomode. This operationis
in contrastwith traditional wirelessLAN systemswhich
alwaysusethe maximumtransmissiorpower to communi-
catewith a destinatiomodeevenif the destinatiomodeis
in very closeproximity to the transmitter

5.2. Route Maintenance

In this section,we analyzethe performanceof PARO
in supportof mobile nodes. Figure 6 shaws the transmis-



sionsuccessatio versusthe speedf nodesandthe paclet
inter-arrival interval. We definethe “transmissionsuccess
ratio” asthe numberof pacletsthatare correctlyrecevved
by the correspondinglestinatiomodesdivided by thetotal
numberof paclketstransmitted.The simulationincludes30
nodesin a 100x100network. Tenrandomlychosennodes
transmita UDP/CBRflow to 10 randomlychosendestina-
tion nodes Eachflow consistof 100byte packetstransmit-
tedusingdifferenttime intervals. In Figure6, we highlight
threeseparateegionson thegraphwhich areof interestbe-
causeof the differentnetwork dynamicsoperatingin those
regions;theseare asfollows. Region (I): Nodesoperating
in this region move slowly. As aresult,redirectorsremain
in the pathof a routefor longerintervals which translates
into fewer route/updateper second.This conditionresults
in a high transmissiorsuccessatio, evenin the caseof a
slow flow of pacletstraversingbetweersource-destination
pairs. Region (II): Nodesoperatingin this region trans-
mit paclets with small inter- arrival intervals. The faster
datapacletsaretransmittedthe fasterPARO candiscover,
for example,that a redirectorhasmovedto a differentlo-
cationandto take appropriatemeasures.As a result, the
transmissiorsuccessatio is high even for the casewhere
nodesmove fast. Region (Ill): Nodesoperatingin this re-
gionmovefastandtransmitpacletsslowly. Becaus®f high
mobility severalroutechangegpersecondoccur However,
pacletsarenottransmittedat afastenoughrateto maintain
routesin the network duethe to the long silence-interals
betweenpaclets. Data paclets transmittedby nodesop-
eratingin this region arelikely to be lost. This is because
transmittinghodesmaynothave accurateangeinformation
concerningthe next hop redirectorsen route. As a result,
the transmissiorsuccessatio is low. Figure6 alsoshavs
the importanceof transmittingroute-maintenancpaclets
to maintaina routein the casewherea sourcenodetrans-
mits packetstoo slowly.

Determiningthe optimum value of the silence-interal
(introducedin Section4.2) to overcomenodemobility (in
orderto guarantee certainsuccessatio) is a comple< is-
sue.This valueis dependentn the sizeof the network and
the nodedensityaswell asmobility anddatapaclet inter-
arrival rate. Largerareaswith high nodaldensitywill likely
supportrouteswith severalredirectors Maintainingaroute
with fewer redirectorsrequireslesssignalingpacletsboth
in termsof route-redirectand route-maintenancenessag-
ing. A routereduceghetransmissiompower by asignificant
amountsimply by limiting the numberof redirectorgo 2-3
forwardingnodesasdiscussedn Section5.1. The benefit
of addingadditionalredirectorsbeyond this point may be
underminedy the signalingoverheadequiredto maintain
longermulti-hoproutes. Two complementarynethodscan
be usedto reducethe numberof redirectorsalonga route.
Choosinga highervaluefor o (seeSection3.2)restrictsthe

transmission sucess ratio [0 1]

speed [meters/second] 5 5

inter—packet delay [second]

Figure 6. Transmission Success Performance

areawherearedirectorcanbelocatedbetweertwo commu-
nicatingnodes. Suchan approachwould reducethe num-
ber of redirectorscomparedo the casewherea parameter
valueof @ = 1 is adopted. Second,paclets could carry
a countersimilar to the IP paclet TTL field thatwould be
decrementethy eachredirectorvisited enroutetowardthe
destination After reachingzero,no otherredirectorsvould
beaddedo furtheroptimizetheroute. Thisenhancemens
currentlybeingstudied.

6. Comparison

PARO discovers routeson-demandon a node-to-node
basis. An alternatie approachwould generatdull routing
tablesin advancewhere,for example,all nodeswould be
awareof power-efficientroutesto all othernodesin thenet-
work. Suchprotocolbehaior is similarto Link StateRout-
ing (LSR) using transmissiorpower asthe link cost unit.
We refer to this modificationto LSR asMLSR in the re-
minder of this section. The basicLSR operationrequires
eachnodein the network to broadcash routing paclet (or
PROP messagausing link stateterminology). The PROP
pacletcontentsontaingnformationaboutthetransmission
costof all known destinationsAfter collectingPROP mes-
sagedrom all partsof the network, any nhodeshouldbe ca-
pableof computingoptimumroutesto ary othernodein the
network.

Becauseof the fundamentaHifferencein thesetwo ap-
proacheswe comparePARO andMLSR to bestunderstand
the varioustradeofs andlimitations of our design.In what
follows, we describean MLSR implementationthat sup-
portstransmissiorpower asin the caseof PARO. We then
comparethe performanceof MSLR to PARO. Considera
network composedof N nodeslocatedwithin transmis-
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Figure 7. Aggregated Transmission Power
Consumed by Data and Signaling for PARO
and MLSR

sion rangeof eachother MSLR nodescan computethe
minimum transmissiorpower T™" to a transmittingnode
by listeningto a PROP signalingpaclet transmittedby the
node. The PROP messagéncludesthe transmissiorpower
TPROP ysedto transmitthe packet. Dependingon the
valueof TPROP  the contentof a PROP messagenay re-
quireto beforwardedby othernodego propagatéheentire
network. Eachnodecomputesoutesto ary othernodein

the network usinga standardink-stateDijkstra algorithm.
In anetwork of N nodesijt takesK iterationg(i.e., K PROP
pacletstransmittedy eachnode)for thecontentof aPROP
messageo beentirelyfloodedin thenetwork. Thevalue K

mainly dependson the parametefl" ¥ andthe density
of nodesin the network.

Figure7 shovs asimulationtraceof theaggreyatetrans-
missionpowerconsumedby bothsignalinganddatapaclets
for bothPARO andMLSR. Thenetwork simulationconsists
of 30 static nodesa 100x100in size with ten UDP/CBR
flows transmittinga 100-bytepaclet every 3 seconds.In
thecaseof MLSR, signalingpacketsarefirst transmittecat
differenttransmissiomangedo generatdull routingtables.
Oncerouting informationis available MLSR datapaclets
aretransmittedusingpower-efficient routes. In the caseof
PARO, datapacletsarefirst transmittedat high power be-
causethe rangeof destinatiomnodesis unknown to source
nodes. Figure 7 shows the transmission‘power offset”
(shavnin thefigureastheinitial fastincreasen powercon-
sumption)while the routing protocol corvergeto optimum
routesfor both PARO and MLSR. In the caseof MLSR,
this offsetis independenbf the numberof active sessions
anddependenbn the numberof nodesin the network and

thenumberof iterationsrequiredfor the contentof a PROP
messagéo flood the network. This meansthatif thereis
doublethe numberof nodesin the network thenthe value
of the offset would roughly double. In contrast,the rout-
ing offsetfor PARO dependsn the numberof active ses-
sions. Therefore,PARO is lesssensitve to the numberof
nodesin the network. We obsene from Figure 7 thatrela-
tive to the power consumedy the first dataand signaling
paclets,the contribution of datatransmissiorio the overall
power consumptioris lesssignificant. This resultsuggests
animportantdesignprinciple for future power-awarerout-
ing protocolsis the avoidanceof “blind” (e.g., broadcast)
transmissionst high power.

In the caseof the MLSR simulations,a transmission
rangeof D, ... /4 representethelowesttransmissiomange
obsened beforeroute partitionsappearedn the network.
As discussedoreviously, route partitions appearbecause
broadcasimessageslo not completelyflood the network.
When we considera transmissionrange of D4, /5 for
PROP messageg¢not shavn in Figure 7), we obsene that
network partitionsconsistentlyappeardeaving nodeswith
routesto only a subsebf destinatiomodes.Thisresultem-
phasizethe fact that evenif the performanceof MLSR at
D42 /4 is somevhat similar to PARO (i.e., beingableto
reducdts transmissiomange) this operatiorresultsin non-
stableperformance.In addition, it is unlikely that MLSR
couldfind suchatransmissiomangein a practicalsetting.

7. Implementation

In what follows, we discusssome experiencesmple-
mentingPARO in an experimentalwirelessad hoctestbed.
For a more detaileddiscussionsee[2]. We implemented
PARO using the Linux Redhat6.2 software platform on
700 MHz PentiumIll notebooksequippedwith Aironet
PC4800seriesradios. The Aironet PC4800supportsthe
IEEE 802.11standarcand providesfive differenttransmis-
sionpowerlevels(viz. 1,5, 20,50and100milliw atts). The
overhearingredirecting,androute-maintenancalgorithms
areimplementedin userspaceusingthe Berkeley Packet
Filter's Packet CaptureLibrary (PCAP)for processingand
forwardingof IP paclets.

Oneinitial drawvbackof usingthe Aironet PC4800radio
asabasisto implementPARO wasthatit couldonly approx-
imatethe minimum transmissiorpower muchof thetime.
This wasa productof only offering a smallsetof transmis-
sion power levels. PARO softwareis designedio always
roundedup to the next available power level. For exam-
ple, if PARO computedthe minimum transmissiorpower
to be 10 millwattsthenthe paclet would be transmittedat
20 milliw atts. This hasthe impact of using more power
thannecessarput the extra mamgin is usefulin the caseof
mobility andstability of routes. Figure8 shows the aggre-



4
®
T

o
3
T

o
o
T

o
o
T

Normalized transmission power
o
'S
T

o
w
T

— ~ Ideal (d?) outdoor

— PC4800 (d?) outdoor
Ideal (d*2%) indoor

-~ PC4800 (d*%) indoor

oS
N
T

o
o
T

0 I I I I I I I I I
0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
normalized position of forwarding node between source and destination nodes

Figure 8. Experimental Results for Transmis-
sion Power versus the Position of a Redirec-
tor between a Source-Destination Pair for In-
door and Outdoor Environments

gatetransmissiorpower necessaryo transmitone paclet
betweera source-destinatiopair usinga singleredirector
We positionedthe redirectornodeat differentlocationsbe-
tweena sourceanddestination.Figure 8 shawvs the power
optimizationresultsfor an “ideal” transcever (determined
by Equationl) againstresultsobtainedrom the Aironetra-
dio. We conductedxperimentsn bothindoorandoutdoor
settings. The indoor path attenuatiormodelimplemented
in thetestbeduseda propagatiormodelwith a pathattenu-
ationof n = 3.25 with a standarddeviations = 16.3[dB].
Theoutdoommodelusedatypical pathattenuatiorof n = 2.
Figure8 confirmsthatthe Aironet PC4800transcever can
only approximatethe performanceof the idealtranscever.
Someanomaliesare highlightedin the graph. For exam-
ple, whenthe redirectoris positionedat the mid point be-
tweenthe sourceanddestinatiortheidealtranscever offers
significantsavings, asdiscussedarlier In the caseof the
outdoorexperiment,however, positioningthe redirectorat
the mid point providesno power saszings. Suchanomalies
aremainly the productof the operationalgranularity(i.e.,
transmissiorpower levels available) of the radio. With the
exceptionof theselimitations, the experimentalresultsin-
dicatethat PARO canbeimplementedusingexisting tech-
nology and that the protocol delivers transmissiorpower
savings.

8. Conclusion

In this paper we have presented?ARO, a power-aware
routingoptimizationfor wirelessadhocnetworks. We eval-
uatedPARO and comparedts performancdo MLSR. We

found that PARO consumedess power in order to find
power-efficient routescomparedo MLSR dueto its point-
to-point on-demanddesign. An early implementationof
the PARO systemusinga commerciallEEE 802.11radio
shaved a basic proof of concepteven though someinef-
ficienciesandanomalieswvereidentified. Currently we are
studyingtheperformancef Internetapplicationsaandtrans-
port protocolsoperatingover PARO. We areparticularlyin-
terestedn studyingquality of serviceissuessuchasdelay
“goodput” andpaclket errorratesundersucharegime. Fur-
thermore,we are investigatingcomplementarytechniques
that help sare receptionand idle power in PARO-based
wirelessadhocnetworks.
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