
NARD: Neighbor-assisted route discovery in MANETs

J. Gomez • V. Rangel • M. Lopez-Guerrero •

M. Pascoe

Published online: 7 August 2011

� Springer Science+Business Media, LLC 2011

Abstract Reactive routing protocols for mobile ad-hoc

networks usually discover routes by disseminating control

packets across the entire network; this technique is known

as brute-force flooding. This paper presents NARD, which

stands for neighbor-assisted route discovery protocol for

mobile ad-hoc networks. In NARD, a source node floods a

limited portion of the network searching not only for the

destination node, but also for routing information related to

other nodes (called destination-neighbors) that were near

the destination node recently. Destination-neighbors can be

used as anchor points where a second limited flooding

takes place in search for the destination node. Because only

two limited portions of the network are flooded by control

packets near the source and destination nodes, NARD can

significantly reduce signaling overhead due to route-dis-

covery compared with other proposals. Simulations with

NS-2 were carried out to verify the validity of our

approach.

Keywords Routing protocols flooding �
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1 Introduction

A wireless ad-hoc network is a collection of wireless nodes

with decentralized administration and self-configuring

capabilities. In mobile ad-hoc networks (MANETs), nodes

are free to move. Because nodes have a limited transmis-

sion range, it is usually necessary that some nodes partic-

ipate in the routing process by relaying packets among

source-destination pairs. This type of routing is also known

as multi-hop routing. Since the origins of ad-hoc net-

working in the 1970s, finding routes among nodes has been

a relevant research challenge. In the past years, there has

been a significant amount of research going on in this area,

e.g., [5, 10, 17].

Routing protocols for ad-hoc networks may be divided

as proactive or reactive. Proactive protocols discover routes

in advance from any node to all the other nodes in the

network, and these routes are periodically updated as

changes occur. Proactive protocols have the main advan-

tage that whenever a node needs to send a packet to another

node, there is a route already available. Reactive protocols,

on the other hand, discover routes on demand, only when

they are needed. This operation adds a delay while a route

is found. The actual signaling overhead incurred by routing

protocols depends on various factors such as network size,

node density, node mobility, and traffic load. In the liter-

ature, we can find several studies related to performance

analyses of proactive and reactive routing protocols under

different network conditions or particular scenarios, e.g.,

[13, 14, 23].

Many routing protocols under consideration by the

MANET Group of the IETF are reactive. Routing protocols

in this category such as DSR [15], AODV [29], DYMO [2]

and others discover a route only when there is a need for it

(this is the so called route-discovery phase of a reactive
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routing protocol). Once a route is found, data packets can

then be forwarded from source to destination. When a route

is no longer valid but still required, it must be repaired in

order to maintain the flow of packets (route-maintenance

phase). Sometimes a route can be repaired locally; how-

ever, a local repair is not always feasible and a new route-

discovery procedure becomes necessary.

In this paper we focus on the route-discovery phase of

reactive routing protocols for ad-hoc networks. Although

there are several improved proposals for route-discovery

(some of which are discussed later in this paper), the

brute-force flooding technique remains as the most widely

used protocol in practice. Brute-force flooding operates as

follows. A source node transmits a control packet, called

route-request, to announce its intention to communicate

with a certain destination node. Nodes overhearing this

route-request will retransmit it, thus increasing the scope

of the search. This simple mechanism has the effect of

flooding the entire network with control packets from the

source node. Because a node may overhear the same

route-request packet, but from different nodes, each

packet has a unique ID number so that nodes retransmit a

route-request only once. Brute-force flooding is adequate

for small low-density networks, otherwise it could gen-

erate a prohibitive number of control packets. These

control packets compete with data packets for the avail-

able bandwidth.

This paper presents NARD, an efficient route-discovery

protocol for wireless ad-hoc networks. NARD is intended

for large ad-hoc networks where traditional flooding is not

a practical solution. In NARD, a source node floods a

limited portion of the network searching not only for the

destination node, but also for information related to other

nodes (called destination-neighbors) that were near the

destination node recently. Such neighbor nodes can be used

as anchor points where a second limited flooding takes

place in search for the destination node. Because only two

limited portions of the network are flooded by control

packets, NARD can significantly reduce the signaling

overhead of route-discovery procedures compared with

brute-force flooding techniques.

The structure of this paper is as follows: Section 2 dis-

cusses previous work in this area. In Sect. 3 we present the

motivation and a detailed description of NARD. Section 4

provides some guidelines to select the appropriate scopes

of the first and second flooding that guarantee with high

probability that the destination node will be found and the

signaling overhead will be minimized. In Sect. 5 we dis-

cuss some considerations related to the costs of imple-

menting the proposal. Section 6 presents a performance

evaluation of NARD in a network simulator along with a

comparison with brute-force flooding and FRESH [5].

Finally, in Sect. 7, we present some concluding remarks.

2 Related work

In the past years, the work developed by the MANET group

of the IETF represents the baseline work in this area of

research. As we mentioned before, most MANET routing

protocols rely on brute-force flooding to discover routes.

During brute-force flooding all nodes are required to

retransmit a route-request packet once. Even so, for dense

networks we could have various retransmissions of the

same route-request over the same location. These retrans-

missions, however, are unnecessary since they only increase

channel contention and collision rate in the network. This

inefficiency of brute-force flooding is known in the litera-

ture as the broadcast storm problem [25]. An ideal flooding

would be one where only one route-request packet is

overheard at any particular location of the network, and yet

the entire network is covered with route-request packets.

There are various techniques known as efficient flooding

which target a reduction of signaling packets due to the

broadcast storm problem. Some of these techniques use

heuristics, e.g., [25, 31] where, for example, a node decides

to retransmit a route-request only after a random time (in

order to reduce collisions) or only if the number of dupli-

cated route-requests it has received is below a certain

threshold. Other proposals for efficient flooding use topo-

logical information about neighbors to reduce the number

of retransmissions, e.g., [6, 32]. In [21] a node retransmits a

route-request only if it determines that retransmissions of

the same request by other nodes have not reached all of its

neighbors. SPAN [3] and MPR [30] use 2-hop topology

information so that only the dominant set of nodes within

the 2-hop area retransmits route-request packets. In [9] and

[26] a source tree around the source node is constructed;

nodes retransmit a route-request only if they are not leaves

of the tree.

In previous proposals for efficient flooding the entire

network is covered with route-request packets employing

fewer control packets than brute-force flooding. There are

other proposals that, rather than reducing the broadcast

storm problem, attempt to reduce the portion of the net-

work where flooding takes place. These proposals attempt

to contain the flooding in certain areas, where it is likely to

obtain useful information about the destination, and avoid

flooding areas where no useful information is likely to be

retrieved. The simplest of these techniques would be one

that limits the scope of the route-discovery to N hops only

[15]. The rationale here is that if a node manages to find the

destination node within this limited search, then a big

reduction in signaling traffic can be achieved. However, in

case the destination node is not found within this limited

search, a full search becomes necessary thus generating

even more signaling, plus the increased delay involved in

finding the destination node with two searches.
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An example of a route-discovery protocol that only

floods specific areas of the network is FRESH [5]. In

FRESH, nodes keep a record of their most recent encounter

times with all nodes. Instead of searching for the destina-

tion node directly, the source node searches in a limited

portion of the network for any node that has encountered

the destination node more recently than the source node

itself. This procedure continues until the destination is

finally reached. Because FRESH and NARD try to reduce

the scope of the flooding (as opposed to limit the impact of

the broadcast storm problem) we compare their perfor-

mance in Sect. 6.1 It is important to mention that all

techniques for efficient flooding previously described can

be used in parallel with FRESH and NARD, resulting in

even a larger reduction of signaling during route-discovery.

Other proposals intend to reduce signaling overhead by

applying different routing schemes for neighbor nodes or

distant nodes. For instance, using proactive protocols for

routing operations inside a local zone (internal-zone rout-

ing) and reactive protocols for outer-zone routing, e.g.,

ZRP [12] and AOZDV [18]. Some proposals adapt the

frequency of link-state updates among nodes, depending on

the distance to potential destinations. For instance, link-

state entries are exchanged more frequently with nearby

nodes and less frequently with farther nodes, e.g., GSR [4]

and FSR [11].

A different approach for discovering routes in ad-hoc

networks consists in taking advantage of location infor-

mation or Cartesian Routing [8], which assigns each node a

unique identifier and geographic location to send the

packets through the closest neighbor to the destination

node. A similar approach to Cartesian Routing is GLS [19],

which gets location information by means of a location

service such as GPS in terms of latitude and longitude. This

information is then broadcast periodically by each node

using control packets so that all nodes can form a table with

identities and geographic positions of their neighbors.

When a node needs to forward a packet, it places the

destination identity in the header of each packet. Each node

receiving this packet consults its neighbor table and

chooses the closest neighbor towards the destination based

on euclidean distances. GPSR [16] is a geographic routing

system that uses a planar sub-graph of the wireless network

graph to route around holes. Both GLS and GPSR are

designed for large metropolitan area networks, but they

need high node density and expensive location devices that

do not always work well within urban areas.

We end this section by citing Fireworks [17], which is a

protocol for managing multicast groups in mobile ad-hoc

networks. Fireworks assumes that members of a multicast

group are locally grouped in an ad-hoc network, and

therefore, it is more efficient (i.e., it generates less signal-

ing) to simply broadcast multicast packets to all members

rather than sending independent unicast packets to each

member. Multicast group leaders keep a record of the hop

count to each group member in order to limit the scope of

the broadcast so that it reaches the outermost member

node. As we will show later, Fireworks is similar to the last

operational phase of NARD, in both protocols a unicast

packet is broadcast in a limited area. However, while in

Fireworks this process is related to multicast group com-

munications, in NARD this process is related to the dis-

persion of nodes as time passes.

3 NARD

In contrast to brute-force flooding, where the entire net-

work is flooded with control packets, NARD floods only

two arbitrarily small regions in the network. One region is

centered at the source node while the other region is

located in the vicinity of the destination node. In this way,

NARD is capable of reducing significantly the number of

control packets used for route-discovery, thus freeing

bandwidth for data packet transmissions. NARD operation

is composed of three phases that we called neighbor-

discovery phase, neighbor-search phase and target-search

phase, which are explained below.

3.1 Neighbor-discovery phase

The neighbor-discovery phase is performed by a node with

the purpose of determining the identity of its one-hop

neighbors. The identity is specified by a 2-tuple containing

the IP and MAC addresses. This information is collected by

means of two possible procedures. The first one is to

overhear packets from communications taking place in the

neighborhood. To this end, a node can set its transceiver in

promiscuous mode. It is worth pointing out that the over-

heard packets can be originated by an end point of a con-

nection or forwarded by relay nodes. Due to this reason,

from this procedure, a node is only capable of obtaining the

MAC addresses of relay nodes in its neighborhood. How-

ever, their corresponding IP addresses can be found by a

mechanism similar to the one used in the RARP protocol.

The second procedure can be used when a node has not

transmitted data packets for a while. In this procedure a

node transmits an explicit control packet called Hello, so

that its current neighbors can be aware of its presence and

full identity (i.e., both IP and MAC addresses). The sig-

naling overhead due to Hello packets is negligible because

they are small and are not retransmitted by other nodes.

Hello packets may not be always necessary. The rate of

Hello packets transmitted by each node may be constant

and independent of the network size. A node can also

control the rate of Hello packets according to its own needs
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(e.g., power reserves and network congestion). A node can

even stop transmitting Hello packets if it is not expecting

any connection with other nodes in the near future. For

these reasons, we will not present quantitative overhead

measurements of Hello packets in the evaluation section.

In the proposed protocol, nodes collect and store

neighbor information in Neighbor Tables (NTs). These

tables are exchanged between the end points of a connec-

tion after it is created (see Fig. 1). In this work, the term

connection refers to any wireless data transfer using either

a connection-oriented (TCP) or a connectionless (UDP)

communication. Nodes store their own neighbor tables,

plus other neighbor tables acquired while communicating

with other nodes. Figure 1 illustrates how the neighbor-

discovery phase works. This figure depicts the two end

points of a connection, i.e., nodes A and B. This connection

has been previously discovered using NARD and it is used

to transfer data from A to B. These nodes exchange their

corresponding neighbor tables (NTA and NTB), by attaching

them to data packets.

After the end points of a connection have exchanged

their neighbor tables, these tables can be updated by

reporting their changes only, e.g., entries recently created

or modified. Obviously, there is a trade-off between the

exchange rate of these updates and the increase on sig-

naling overhead due to this procedure. The main purpose of

NARD is to reduce the signaling overhead due to the

route-discovery procedure, therefore, the exchange rate

of updates must be adjusted according to specific

requirements.

As an example, the structure of the neighbor table at

node B, NTB, is illustrated in Table 1. The neighbor table

includes the fields Node ID, Time stamp and EP. The first

field contains the identity of a neighbor node. Note that, in

our description, this information has been referred for short

with a letter (e.g., D), although in reality it consists of the

IP and MAC addresses. Time stamp is the time when the

entry was created or last updated. EP (End Point) is a flag

that indicates whether the overheard packet was transmit-

ted by an end point of a connection (EP = 1) or not

(EP = 0). A node learns that an overhead packet comes

from an end point by comparing the IP and MAC addresses

contained in the packet with the information it previously

collected in the neighbor-discovery phase. The EP flag will

be used later in Sect. 4 in order to compute the initial scope

of the first flooding. For example, the entry shown in NTB

indicates that node D was a neighbor of node B at time t1
and D was not an end point of a connection (i.e., EP = 0).

When the end points exchange their neighbor tables,

they also record some additional information about the

route used to transfer them. Such data consider the number

of nodes along the route and the time when the table

exchange took place. This information will be used to

estimate whether or not the route remains valid at a later

point in time. This will be described in Sect. 5.2, below.

3.2 Neighbor-search phase

Whenever a node intends to transmit a packet to another

node, it checks whether it has a valid route or not. In case a

route is available, the packet is relayed to the next hop

immediately. When no route is available, the source node

creates and transmits a route-request packet (RREQ)

including source and destination IP addresses in it. This

initial search is disseminated by its neighbors (source-

neighbors), which are located within n hops away from the

source node. With this RREQ the source node searches not

only for the destination node, but also for information

about recent destination-neighbors. Upon receiving a

RREQ, a node queries its routing table first. In case there is

no route to the destination node, it queries its own neighbor

table and other neighbor tables, which were obtained from

other nodes during the neighbor-discovery phase. In case a

Fig. 1 Neighbor-discovery phase

Table 1 Neighbor table NTB

Node ID Time stamp EP

D t1 0

..

. ..
. ..

.
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node has a valid route to either the destination node directly

or to past destination-neighbors, it replies via a route-reply

(RREP) unicast packet back to the source node.

Figure 2 shows the operation of neighbor-search phase. In

this figure, we can observe that a source node (S) floods an

area limited to n hops (shaded area) with a RREQS packet and

receives routing information from its source-neighbors

A, N and P by means of RREPA, RREPN and RREPP packets,

respectively). This information is related to either destina-

tion node, D, or past destination-neighbors. According to

Fig. 2, past destination-neighbors are nodes B, M and

Q. These nodes are the corresponding end points of valid

routes connecting them with nodes A, N and P, respectively.

In case no routing information is collected in this phase

(to either the destination node or to destination-neighbors),

a search in a larger area becomes necessary. A second

search, however, may generate even more signaling over-

head and longer delays compared with brute-force flooding

techniques. Therefore, it is important to choose the right

value of n in order to maximize the probability of finding

routing information related to the destination node in the

first attempt and with the minimum amount of signaling.

The scope of the first search, controlled by parameter

n, plays a similar role in NARD as in other limited-search

flooding mechanisms such as the one described in FRESH

[5]. When n is small, only a small region of the network is

flooded with control packets, however there is also a higher

probability that no routing information is collected and a

second, larger-area search, becomes necessary. An oppo-

site situation occurs when n is large. Choosing a good value

of n is therefore a trade-off between the signaling overhead

and the probability of finding useful routing information. In

Sect. 4 we give some guidelines for choosing the initial

value of n.

3.3 Target-search phase

Upon collecting routing information about past destination-

neighbors, the source node sends a few unicast packets to

these neighbors; we call them SEARCH packets (see Fig. 3).

We recommend sending more than one SEARCH packet

because these packets may not always reach the destination-

neighbor due to heavy traffic or broken routes. The number of

SEARCH packets (L) can be estimated as follows. Let us

model the successful or failed transmission of a SEARCH

packet as a Bernoulli trial with success probability of Ps. From

the binomial distribution, we can compute the probability

that, in L attempts, at least one of them successfully reaches

the destination-neighbor. Let us denote this probability by PT.

Given Ps and PT, we can solve the resulting equation for L; it

yields L = log (1 - PT)/log (1 - Ps). For instance, with a

probability per attempt of reaching the destination-neighbor

of 0.7 and a required probability of reaching it of at least 0.9

we would need approximately two attempts.

Upon receiving a SEARCH packet, a destination-

neighbor checks whether it has routing information about

the destination node; otherwise it constructs a new RREQ

Fig. 2 Neighbor-search phase Fig. 3 Target-search phase
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packet with the IP address of the destination node as the

target node. This new RREQ is flooded to an area limited

by k hops. Upon receiving a RREQ, the destination node

replies back with a RREP to the neighbor that sent the

request which in turn forwards the RREP to the source

node so data transfer between source and destination can

initiate.

The scope of the second flooding (controlled by parameter

k) can be determined according to the last encounter time

with the destination node as well as node mobility charac-

teristics. A high mobility scenario makes routing informa-

tion quickly become obsolete as time passes, making it

necessary to search in a larger area. A discussion about how

to choose parameter k is provided in Sect. 4. Under this

scheme, only a small region of the network near the desti-

nation node will be flooded by control packets as it is illus-

trated in Fig. 3. In this figure, source node S has recovered

routes from its source-neighbors A, N and P about past

destination-neighbors (i.e., nodes B, M and Q). Node S then

sends SEARCH packets, which are forwarded by nodes A, N

and P, intended to reach nodes B, M and Q, respectively.

Upon receiving these packets, nodes B, M and Q then per-

form a new search for node D. Nodes B, M and Q flood an

area limited to k hops (shaded areas) with RREQB, RREQM

and RREQQ packets, respectively. Node D then selects the

first one that arrives and replies back to it with a RREPD, in

this case, node B. Finally, node B forwards this reply to node

S. At this time, a route from S to D is established and data

transfer between nodes S and D can begin.

In NARD, the final route between source and destination

nodes is, in the worst case, the concatenation of three

routes; a first route from the source node to a source-

neighbor located inside the first flooding (neighbor-search

flooding), a second route from that source-neighbor to a

destination-neighbor, and a third route from that destina-

tion-neighbor to the destination node. According to Fig. 3,

the route from S to D will be formed by a concatenation of

three multi-hop routes, i.e., S! A;A! B and B! D: We

will further discuss this issue in Sect. 4.3.

It is important to note that although parameters n and k

appear to have similar roles (i.e., they both limit the scope

of the floodings) finding a good value for them obeys quite

different guidelines. On one hand, parameter n is related to

how much traffic is present in the network. On the other

hand, parameter k is related to node dispersion as time

passes. This is detailed below.

4 Selecting the scope of the neighbor and target

searches

The performance of NARD, as many other routing proto-

cols used in ad-hoc networks, is influenced by node and

network dynamics [20, 22]. In NARD, in particular,

choosing the scope of the first and second flooding

(parameters n and k) plays a key role in the performance

and accuracy of NARD.

4.1 The scope of the neighbor search (parameter n)

The scope of the neighbor search is controlled by param-

eter n. In this search, a source node looks for a source-

neighbor which is storing routing information related to

either recent destination-neighbors or the destination node

itself. Choosing a large value for n increases the area of the

search and thus the probability of finding more routing

information (more than one source-neighbor with useful

information can be found). This may lead toward a suc-

cessful reach of the destination node, however more sig-

naling overhead is generated. An opposite trade-off applies

when the value of n is small. But, it is simple to prove that

node density and traffic conditions impact the selection of

n. For instance, with high node density, more nodes over-

hear each transmission on the average, however, neighbor

information is useless unless there is data traffic that

propagates this local information to other parts of the

network (remember that end points exchange their neigh-

bor tables at the beginning of a connection). In practice,

with no global view of node density and traffic conditions

in the network, a node needs to guess the value of n based

on its local view of the network only. For example, a node

can approximate the total number of connections in the

network by extrapolating the number of end points it

overhears within its range. Now we present a method that

can be used to choose the initial value of n.

Figure 4 illustrates a network where node S is about to

send a RREQS limited to n hops looking for routing

information related to node D. Following the notation in

Fig. 4, let EParea be the number of connection end points

(either source or destination) that are located within a

particular area. As we just mentioned, the source node can

determine EPpR2 (the number of end points located within a

circular area of radius R, i.e., the transmission range) by

counting the number of entries in its neighbor table having

the EP flag set to one. Assuming that end points in the

network are homogeneously distributed, the source node

can approximate the number of end points located within p
(nR)2 (the equivalent circular area of a flooding limited to n

hops) as

EPpðnRÞ2 �
pðnRÞ2

pR2
EPpR2 ¼ n2EPpR2 : ð1Þ

Let us define parameter b as the desired number of end

points (source-neighbors), to be found in the first flooding,

so that they are associated to a destination-neighbor that

met the target node recently. Ideally, the value of b can be
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as small as one, however due to a number of factors (e.g.,

packet losses and route duration), higher values may be

needed. Parameter b satisfies the following equation:

b � EPpðnRÞ2
pR2

Atotal � pðnRÞ2
; ð2Þ

where Atotal is the total area of the network. The value of

Atotal is unknown to the source node, however, we believe

its value can be estimated indirectly. One way to do this,

for example, is to monitor the length of the longest detected

route in the network, and then assume that this length is the

diameter of the network. Most routing protocols are

capable of doing this. In DSR, for example, route length

can be estimated easily by counting the number of inter-

mediate hops of the routing field located in the header of

each data packet.

In Eq. 2 we can set the value of b to the desired value

and solve it for n, which controls the size of the first

flooding. Therefore, the value of n is found from Eq. 2 and

Eq. 1 as

n � 1

R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

bAtotal

pðEPpR2 þ bÞ

s

& ’

; ð3Þ

where xd e is the Ceil function of a real number x. It is

possible that this initial choice for n may result in

retrieving no routing information or retrieving too much of

it. This may be due to estimation errors on either the

maximum route length or the number of connections. In

these cases, it is necessary to use an adaptive algorithm to

adjust its value in further searches according to how suc-

cessful the initial value of n was. A simple algorithm that

can perform iteratively this task is the following:

(1) compute n using Eq. 3 and launch the neighbor-search

flooding

(2) increase the value of n in further searches by one if no

routing information was retrieved in the previous

attempt

(3) repeat (2) until routing information is retrieved

(4) decrease the value of n in further searches if too many

nodes replied back to the source node (i.e., b[[ 1).

As previously mentioned, ideally we need a single

source-neighbor to relay the SEARCH packet (i.e.,

b = 1). However, we recommend to set the value of b
to more than one because SEARCH packets may

either get lost before reaching its intended destina-

tion-neighbor, or because destination-neighbors may

not find the destination node during the second

search.

4.2 The scope of the target search (parameter k)

Let us consider the problem of determining the scope of the

target search so that two nodes that were neighbors time

ago can be reached within k hops now. How fast nodes

move around and how old was the last time both nodes

were neighbors determines the optimum scope of the target

search. An old entry in a neighbor table or high mobility

conditions (i.e., fast spreading of the nodes) make neces-

sary to find the destination node in a larger area.

Let us assume that all nodes in the network move

according to a two-dimensional Random Way-Point

(RWP) mobility model [24] as follows. At time zero all

nodes are located randomly within the network, then each

node selects at random a new position and moves toward it

with a rectilinear trajectory at a constant speed. Nodal

speed does not need to be the same for all the nodes, but it

must be uniformly distributed within [vmin, vmax], where

vmin [ 0 m/s and vmax [ vmin. When the node reaches its

intended destination a new cycle starts by selecting at

random another speed and target position. Additional

cycles are performed until the simulation ends. In order to

get the size of the flooding during the target search, we

need to obtain an expression to compute the relative dis-

tance between two nodes as a function of time.

Let nodes j and l be two mobile nodes of the network

located at point O at time t0, see Fig. 5. Mobile nodes move

with speeds vj and vl along rectilinear trajectories defined

Fig. 4 Parameters involved in the calculation of n include the

number of connections, transmission range, and the total area of the

network
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by angles aj and al, respectively. These angles are ran-

domly distributed within [0, 2p]. Additionally, dj tð Þ ¼
vj t � t0ð Þ and dl tð Þ ¼ vl t � t0ð Þ describe the traveled dis-

tance by nodes j and l at a given time t, respectively. Here,

parameter t0 represents the time stamp in which the

neighbor information was recorded in the tables of nodes j

and l. In turn, t is the time in which the search process

begins. Angle / describes the angular difference between

the trajectories followed by nodes j and l, i.e., / = aj - al.

Then, using the Law of Cosines, we can obtain the relative

distance (d tð Þ) between two mobile nodes, j and l at a given

time t, i.e.,

d2 tð Þ ¼ d2
j tð Þ þ d2

l tð Þ � 2dj tð Þdl tð Þ cos /ð Þ: ð4Þ

Now, let us define angle h as h ¼ /
2
; i.e., half of the angular

difference between the trajectories followed by nodes j

and l. By using the trigonometric identity cos 2xð Þ ¼
1� 2 sin2 xð Þ; making a change of variable and solving

for d(t), we obtain

d tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dj tð Þ � dl tð Þ
� �2þ4dj tð Þdl tð Þ sin2 hð Þ

q

: ð5Þ

Angle h corresponds to a random variable uniformly

distributed in the interval �p; p½ �: In Fig. 6(a), we show

the relative distance between two mobile nodes as a

function of h.

Clearly, the relative distance between nodes j and

l is restricted in the interval dmin(t) B d(t) B Dmax(t).

The minimum relative distance, given by dminðtÞ ¼
djðtÞ � dlðtÞ
�

�

�

�; happens when both nodes move along the

same direction. The maximum relative distance, given by

DmaxðtÞ ¼ djðtÞ þ dlðtÞ
�

�

�

�; happens when both nodes move

along opposite directions. With some abuse of notation, let

us drop the explicit dependence of time in the previous

variables, e.g., dmin(t) becomes dmin, Dmax(t) becomes Dmax

and so on. We want to obtain the probability that the rel-

ative distance d is less than a given value d̂; this is

Pðd� d̂Þ: In this case the value d̂ represents the scope (i.e.,

radius) of the target search after k hops. To obtain this

probability, it is necessary to get either the probability

density function (PDF) or the cumulative distribution

function (CDF) of d.

It is well known that, under mild conditions, we can

obtain the PDF of a function of a random variable

Y = g(X) from the PDF of X. Let x1, x2, … be the solutions

of y = g(x) for a specific y value, fY (y) can be found by

[27]

fY yð Þ ¼
X

i

fX xið Þ
oy
ox

�

�

�

�

xi

: ð6Þ

The summation index i in Eq. 6 depends on the total

number of solutions at every y. The actual solutions

x1; x2; . . .; xi; . . . must be found in terms of y.

By following the procedure indicated by Eq. 6, we can

obtain the PDF for the relative distance d. Here the random

variables Y and X would be d and h, respectively. If h is not

restricted to a closed interval, the relative distance d would

be a continuous and periodic variable with an infinite

Fig. 5 Relative distance

between two mobile nodes
(a)

(b)

(c)

Fig. 6 a Relative distance between two mobile nodes. b Probability

density function (PDF) of d. c Cumulative distribution function

(CDF) of d. The minimum and maximum relative distances are

dmin ¼ djðtÞ � dlðtÞ
�

�

�

� and Dmax ¼ djðtÞ þ dlðtÞ
�

�

�

�; respectively
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number of solutions. But, in this case, the variable h is

restricted to lie in the interval �p; p½ �: So, any given dis-

tance d̂;would only have four solutions, i.e., h1, h-1, h2 and

h-2. Also, due to the symmetry, we also know that

h-1 = - h1 and h2 = p - h1 and h-2 = - h2, see

Fig. 6(a). Then, the PDF for the relative distance d would be

fd d̂
� �

¼
X

i

fh hið Þ
od
oh

�

�

�

�

hi

; i ¼ �1;�2 ð7Þ

where hi are the four solutions of Eq. 5 for a given distance

d̂; i.e.,

d̂ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dj tð Þ � dl tð Þ
� �2þ4dj tð Þdl tð Þ sin2 hið Þ

q

; i ¼ �1;�2

ð8Þ

But h is a uniformly distributed random variable, so its

PDF would be

fh hð Þ ¼
1

2p ; �p� h� p
0; otherwise:

�

ð9Þ

Therefore,

fh hið Þ ¼
1

2p
; �p� hi� p; i ¼ �1;�2 ð10Þ

Now, we obtain od
oh

�

�

�

�

hi
from Eq. 5, as follows

od

oh

�

�

�

�

�

�

�

�

hi

¼ 4dj tð Þdl tð Þ sin hið Þ cos hið Þj j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dj tð Þ � dl tð Þ
� �2þ4dj tð Þdl tð Þ sin2 hið Þ

q ; ð11Þ

or

od

oh

�

�

�

�

�

�

�

�

hi

¼
4dj tð Þdl tð Þ sin hið Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� sin2 hið Þ
q

�

�

�

�

�

�

�

�

d̂
: ð12Þ

Solving for sin2ðhiÞ from Eq. 8, we obtain

sin2 hið Þ ¼
d̂2 � dj tð Þ � dl tð Þ

� �2

4dj tð Þdl tð Þ ; i ¼ �1;�2 ð13Þ

Replacing Eq. 13 in Eq. 12 and, after some algebra, it can

be simplified as

od

oh

�

�

�

�

�

�

�

�

hi

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d̂2 � d2
min

� �

D2
max � d̂2

� �

q

d̂
: ð14Þ

Replacing Eq. 10 and Eq. 14 in the summation given by Eq.

7 we obtain the PDF for the relative distance d, given by:

fd d̂
� �

¼ 2

p
d̂

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d̂2 � d2
min

� �

D2
max � d̂2

� �

q ; dmin� d̂�Dmax:

ð15Þ

The CDF for the relative distance d, could be found by:

Fd d̂
� �

¼
Z d̂

dmin

fd sð Þds: ð16Þ

After solving the integral in Eq. 16, we obtain:

Fd d̂
� �

¼ 1

2
� 1

p
tan�1 D2

max � d̂2
� �

� d̂2 � d2
min

� �

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d̂2 � d2
min

� �

D2
max � d̂2

� �

q

2

6

4

3

7

5

;

dmin� d̂�Dmax:

ð17Þ

Figure 6(b), (c) depict the behavior of the PDF and CDF of

d, respectively. Table 2 shows some values of the CDF of

d, obtained by means of Eq. 17 for different values of d̂:

From this table we can observe that if we want to find the

target with high probability, for all practical purposes the

radius of the target search should be the maximum relative

distance Dmax. We emphasize that Dmax is calculated at the

time when the search process begins. As a consequence,

the older the time stamp associated to an overheard node is,

the larger the scope of the required flooding will be. Until

now we have considered for simplicity that both nodes j

and l where initially located at the same location at time t0.

If we consider now that the maximum separation between

both nodes at time t0 is R meters (the transmission range),

then the scope of the flooding during the target search

should be:

k � Dmax þ R

R

� �

; ð18Þ

or, equivalently:

k � Dmax

R
þ 1

� �

; ð19Þ

where k is measured in number of hops. Note that under

static conditions Dmax = 0 and the above equation cor-

rectly yields the value of k = 1.

As mentioned above, the parameter k is mainly related

to the dispersion of nodes as time passes. In this calculation

we have ignored the probability that nodes j or l change

their trajectories from the time they were neighbors to the

Table 2 Flooding radius versus

target search success probability d̂ Fd d̂
� �

dmin 0.00

(3dmin ? Dmax)/4 0.25

(dmin ? Dmax)/2 0.40

(dmin ? 3Dmax)/4 0.60

(dmin ? 7Dmax)/8 0.72

(dmin ? 15Dmax)/16 0.80

Dmax 1.00
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time either node launches a flooding in search of the other.

Although changes in direction are considered in the Ran-

dom Way-Point mobility model, the time-scale of direction

changes is longer than the time it takes NARD to discover

routes. As we will see in the next section, because we need

a valid route in order to deliver a SEARCH packet to a

destination-neighbor, successful reception of SEARCH

packets is already a filter that indicates that not many

topology changes have occurred. Equation (19) is already a

worst case scenario even if trajectory changes do happen.

In order to illustrate this, in Fig. 7 we show three different

trajectories for node j and the resulting distance to node l

when both nodes were initially located at the center of the

coordinate system at time t0. In all these cases, nodes l and

j move at constant speeds, i.e., vl and vj, respectively,

during the interval [t0, t1]. In the first case, see Fig. 7a,

node j does not change its trajectory, thus reaching a rel-

ative distance d1 with respect to node l at time t1. In the

second case, shown in Fig. 7(b), node j moves in the exact

opposite direction of node l leading to the maximum dis-

tance d2 ¼ Dmax ¼ vl t1 � t0ð Þ þ vj t1 � t0ð Þ: Finally, in the

third case (Fig. 7c), node j changes its direction within the

interval [t0, t1] reaching a distance d3. Under the assump-

tion that the node speed does not change, condition d2 C d3

holds.

4.3 NARD routes versus optimal routes

As we mentioned before, in NARD the final route between

source and destination nodes is, in the worst case, the

concatenation of three routes: a first route from the source

node to a source-neighbor located inside the first flooding

(neighbor-search flooding), a second route from that node

to a destination-neighbor node, and a third route from that

destination-neighbor to the destination node. This final

route, however, may have more hops than necessary

compared with a route obtained by a MANET protocol

using brute-force flooding or efficient flooding for exam-

ple. In such cases, there are already route shortening

algorithms [15] available that can be used to remove some

unnecessary links. There is, however, a simple route opti-

mization that can be applied to NARD in order to reduce

extra hops in routes from the very beginning. For this we

refer to Fig. 3, where we observe that the source node uses

three different routes to reach the destination node. In this

case node D can simply reply back to the source node along

the route involving fewer hops. This mechanism is already

in use in many reactive routing protocols such as DSR [15].

5 Neighbor table considerations

So far in the presentation of NARD we have not discussed

the cost of storing or transmitting neighbor tables. Obvious

questions related to this aspect include how big neighbor

tables are and how many of them need to be stored at each

node as time goes on. Below we discuss these two

important issues and show that under realistic scenarios

neighbor tables have a relatively small size and it is only

necessary to keep a subset of neighbor tables acquired from

other nodes.

5.1 Size of a neighbor table

The structure of neighbor tables was already presented in

Sect. 3, what we discuss now is the size of these tables (i.e.,

number of entries or overheard nodes). For static networks

the maximum number of entries in a neighbor table can be

easily found as

NTsize ¼ qpR2 � 1; ð20Þ

where q is the node density, and p R2 is the area covered by

the transmission range of each node. The density of ad-hoc

networks is still a question mark since not many network

deployments are available for comparison purposes at this

point in time. However, we argue that node density cannot

be too high otherwise it will begin to impact the perfor-

mance of other network components such as the MAC

layer.

While moving, a node overhears a different subset of

nodes as it travels across the network. Figure 8 illustrates

the area covered by the moving coverage area of a mobile

node as it roams in the network. Clearly, the more space a

node covers the more nodes it will overhear and the larger

(a)

(b) (c)

Fig. 7 Examples of dispersion

between two mobile nodes

(Random Way-Point)
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the number of entries in its neighbor table. Fortunately, it is

not necessary to keep a record of all of the overheard nodes

in neighbor tables as time goes on. In NARD it is recom-

mended that all nodes periodically remove old entries in

neighbor tables for which the associated flooding is too

large. A simple way to accomplish this goal is to represent

a neighbor table as a circular buffer data structure of a fixed

length. When a node overhears a new neighbor, it writes

down the information in the next empty record of the cir-

cular buffer. In case the buffer is already filled, the oldest

record in it is overwritten when a new neighbor is detected,

but this is exactly what we want to achieve. The size of the

circular buffer can be determined manually based on

memory capacity or signaling overhead considerations.

Mobility plays a role also in determining the size of the

buffer. The associated flooding required to find a fast

moving node quickly increases as time passes, making the

information about that node become less and less useful as

time goes on. Since the size of the circular buffer puts a

limit on the time interval that an overheard node is kept in

this temporary memory, the faster nodes move the smaller

the required size of the buffer.

5.2 Number of neighbor tables

In the description of NARD we mentioned that the two end

points of a connection always exchange their own neighbor

tables after the connection is created. As a result, we should

expect that a node may have acquired several neighbor

tables as time goes on in case it participated actively as

either source or destination. These tables, if not deleted,

may consume important storage resources. Fortunately

again there is no need to keep all neighbor tables all the

time. A neighbor table is associated to the route on which it

was transported between the end points of a connection

previously established. Once this route is no longer valid,

the corresponding table may be discarded.

There are various route-duration models (e.g., [1, 28])

that, given the mobility patterns of moving nodes, speed

and number of intermediate hops, can estimate the duration

of routes in mobile ad-hoc networks. Most of these models

consider that the route duration (Rd), measured from the

time a route is created or last updated to the time it is

no longer valid, decreases as the speed and number of hops

in the route increase according to an expression of the

form [1]

Rd �
R

k0vNh
; ð21Þ

where Rd is the route duration, R is the transmission range,

k0 is a constant of proportionality (0.5 \ k0 \ 1.2), v is the

speed of movement and Nh is the number of intermediate

hops in the route. A node receiving a neighbor table from

another node keeps a record of the route along its expected

duration (using Eq. 21). In NARD, once the expected route

duration expires (i.e., because a member of the route

probably moves away from the route), there is no reason to

keep its associated neighbor table.

6 Performance evaluation

NARD was implemented using the NS2.28 network simu-

lator [7]. In this implementation of NARD we used the DSR

routing protocol as a starting point. We replaced the route-

discovery mechanism of DSR (brute-force flooding) with

NARD instead. As we mentioned before, NARD is not tied

to any routing protocol in particular, and it can be used with

any reactive protocol replacing its route-discovery mecha-

nism. In order to set the number of hops that a route-request

(RREQ) is propagated in the network, we modified the

time-to-live value of the RREQ (16 hops is the default in

DSR), so that we can set its value to either n hops or k hops.

In what follows, we present an experimental perfor-

mance evaluation of NARD under different network

conditions to point out its advantages and disadvantages.

In all cases, nodes use the standard IEEE 802.11 MAC

protocol running at 2 Mbps. We ran simulations with two

types of scenarios. The first one under static conditions

(i.e., no mobility model). The second one with mobility

according to the Random Way-Point mobility model [24]

and mean speeds of 2 and 10 m/s (we selected the speeds

at random by sampling the intervals [1.8,2.2] and

[9.8,10.2] m/s). Table 3 shows the parameters used in the

experiments.

Fig. 8 Relation between mobility and number of entries in neighbor

tables
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For each simulation, Z random connections are created

before a route-discovery search is performed with NARD for

the (Z ? 1)st connection (scenarios for Z equal to 0, 10, 30, 60,

80 and 100 previous connections were considered). The

results shown in Figs. 9 and 10 are related to the (Z ? 1)st

connection only, and are compared to those obtained by DSR

under equivalent conditions. In these figures we did not con-

sider any efficient-flooding technique since, as we mentioned

before, they can be used in parallel with NARD, resulting in an

even lower signaling overhead. All connections are of type

UDP/CBR transmitting a 100-byte long packet per second. In

our simulations we considered the most conservative policy

regarding how often the neighbor tables are exchanged. They

were exchanged after the connection was created. We fixed

n = 1 and k = 3 in the plots of Figs. 9 and 10 in order to

compare the performance of NARD with respect to the

number of connections and mobility only. We did not make

use of the optimum values of n and k in these experiments,

otherwise we would be dealing with four different parameters

at once. This would not let us observe clearly how each

parameter affects NARD in which way (we used optimum

values of k and n for the experiments whose results are shown

in Figs. 12 and 13, where we compare NARD with FRESH).

Figure 9(a)–(c) show the performance of NARD for the

(Z ? 1)st connection only for 0, 2 and 10 m/s, respectively.

This includes:

(1) Routes to neighbors. These data are the number of

routes, from source-neighbors to destination-neigh-

bors, that were found by the source node during the

neighbor-search phase.

(2) Reached neighbors. This is the number of destination-

neighbors reached by the source node with SEARCH

packets.

(3) Reached destinations. This is the number of destina-

tion-neighbors reached by SEARCH packets that

could find the destination node during the second

flooding.

Table 3 Simulation parameters for both NARD and DSR

Parameter Value

Data rate 1 pkt/s

Packet size 100 bytes

Mean node speed 0, 2 and 10 m/s

Mobility model Random Way-Point

(for 2 and 10 m/s)

Scenario size 2,200 9 1,200 (m2)

Number of nodes 350

Number of source-neighbors (b) 3

Number of SEARCH packets (L) 1

Number of connections 0, 10, 30, 60, 80, 100

Transmission range 250 m

Propagation model Two-ray ground

Scenario generator Setdest

Pause time 0 s
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Fig. 9 NARD performance for the (Z ? 1)st route-discovery at 0 m/s

(a), 2 m/s (b) and 10 m/s (c)
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Figure 9a shows the performance of NARD with no

mobility (0 m/s). As expected, we observe that the number

of routes to destination-neighbors found in the neighbor-

search phase increases as the number of connections in the

network rises (remember that for this experiment we fixed

the value of n to 1). This is a direct result of the neighbor-

discovery phase where end points exchange their corre-

sponding neighbor tables. Probably the main drawback of

NARD is that it requires some background traffic to work

properly. The good news is that even for a few connections

(e.g., 10 connections in Fig. 9a) some information about

route to destination-neighbors was retrieved during the

neighbor-search phase even for n = 1. In this figure we

also observe that most SEARCH packets sent by the source

node reached their intended destination-neighbor except

for high traffic conditions. Packets that did not reach the

intended destination-neighbor were dropped by the net-

work because of congestion. Once a destination-neighbor

received the SEARCH packet, it always found the destina-

tion node during the second search except again when

heavy traffic congestion was present.

Figure 9(b), (c) show the performance of NARD when

nodes move at 2 m/s and 10 m/s, respectively. Mobility

brings benefits and disadvantages to the performance of

NARD. When nodes move, they overhear more and more

nodes as time passes, thus increasing their overall knowl-

edge about other nodes in the network. This is in contrast

with the static case (0 m/s) where a source node cannot

retrieve information from nodes outside its transmission

range (n = 1). This phenomenon can be observed in

Fig. 9(b) where the number of source-neighbors found in

the first search rises faster with respect to the number of

connections compared with Fig. 9(a). On the other hand,

mobility makes routing information less reliable because

nodes move around as times passes. This can be observed

in Fig. 9(b) where some SEARCH packets did not reach

their intended destination-neighbor due to broken routes.

An extreme example of the impact of mobility can be seen

in Fig. 9(c) where only a few SEARCH packets reached

their intended destination-neighbors, and even if they did,

none of them found the destination node during the second

search. This poor performance can be corrected once the

optimum value of k is chosen according to Eq. 19.

Remember that we use a fixed value of k (k = 3) in

Fig. 9(c) to focus on the impact of background traffic on

NARD’s performance only. This figure shows that the

destination node was already located outside the scope of a

flooding limited to 3 hops from the destination-neighbor

sending the RREQ.

Figure 10(a)–(c) show the number of signaling packets

generated by NARD for the (Z ? 1)st route-discovery only

(this includes the sum of the signaling packets generated

during neighbor-search and target-search phases). For

comparison purposes we also plot the signaling overhead of

DSR in the same experiment as a reference. As we can

observe in these figures, NARD outperforms DSR by a
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Fig. 10 Flooding performance a 0 m/s, b 2 m/s and c 10 m/s
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great factor. This again is due to the fact that NARD floods

only two small regions of the network as opposed to DSR

where the entire network is flooded with control packets

(brute-force flooding).

6.1 NARD versus FRESH

FRESH is a reactive protocol that, similar to NARD, tar-

gets the reduction of the area search during route-discov-

ery. We now compare the performance of FRESH with

NARD.

In FRESH, nodes keep a record of their most recent

encounter times with all nodes. Instead of searching for the

destination node directly, the source node searches in a

limited portion of the network for any node that has

encountered the destination node more recently than did

itself. This intermediate node (i.e., anchor) performs a

second limited-area search for another node that has

encountered the destination even more recently and so on.

This procedure continues until the destination is finally

reached. Figure 11 roughly describes the footprint left by

both protocols [(a) NARD and (b) FRESH] during a search.

In FRESH, the search cost of a single search (i.e., the

area of the network covered during the search) which

originates at node i and terminates at node i ? 1 is found

from [5] as CFRESH(i,i ? 1) = (n(|Xi - Xi?1|))2 for some

1 \ n\ 2 and Xi is the position of the i - th anchor. The

cost is quadratic with the distance because the number of

packet transmissions generated by the search is propor-

tional to the number of nodes located in a circular area of

radius |Xi - Xi?1| where the flooding takes place. Here n
models the fact that the radius of the search will, on

average, be larger than the distance between the two nodes.

In the curves showing the performance of FRESH in

(a) (b)

Fig. 11 Flooding footprint of

a NARD and b FRESH
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Figs. 12 and 13 the authors in [5] used n = 1.3. In FRESH

a route-discovery involves N consecutive searches, as

sketched in Fig. 11(b), having the following total search

cost in terms of packet transmissions [5]:

CFRESH ¼ q
X

N

i¼1

ðnðjXi � Xiþ1jÞÞ2; ð22Þ

where q is the node density. We can find an equivalent cost

function for NARD as:

CNARD ¼ qðnRÞ2 þ Lb
jXS � XDj

R
þ qbðkRÞ2: ð23Þ

The terms in Eq. (23) account for the number of signaling

packets generated during neighbor search (first term),

transmission of L SEARCH unicast packets to each of the b
source-neighbors (second term), and packets generated

during target search (third term), respectively.

Figures 12 and 13 compare the signaling overhead

generated by FRESH and NARD during route-discovery

under similar network settings (we used b = 3 for NARD).

We took the values of FRESH shown in both figures

directly from [5] and no proactive signaling overhead from

Hello packets was included for either protocol. In both

figures we use q = 1 (unit density) and R = 1 (unit radius)

as in [5]. In Fig. 12 we kept constant the scope of the

second flooding (k = 3) and focused on the behavior of the

first flooding with respect to the background traffic only

using Eq. 3. As we can see in this figure the amount of

background traffic has only a limited impact on search cost

for NARD. In contrast to Fig. 12, in Fig. 13 we kept

constant the scope of the first flooding (n = 3) and focused

on the behavior of the second flooding with respect to how

old was the last encounter and the speed of movement

using Eq. 19. As encounter times become older and speed

of movement increases, NARD incurs in higher costs to

reach the destination node.

As we can observe in Figs. 12 and 13, NARD generates

less signaling packets than FRESH. This advantage

increases as the source-destination distance increases. The

fact that NARD uses unicast packets to cover a significant

portion of the search (see Fig. 11a) is the key reason of its

improved performance. FRESH uses node mobility to

actually move location information across the network,

NARD on the other hand, uses background traffic to per-

form a similar task. Since usually traffic forwarding moves

information faster than moving nodes, NARD will have

fresher information about the location of the destination

node, which translates into less flooding areas and less

signaling overhead.

We believe NARD and FRESH do not need to compete

but in fact they can complement each other. Because

NARD requires background traffic to work properly, we

imagine a framework where a routing protocol can use

FRESH in cases where no background traffic is present,

and then switch to NARD once some degree of background

traffic is detected.

7 Conclusions

In this work a novel route-discovery protocol for ad-hoc

networks called NARD is presented. In NARD, a source

node performs a limited-area search looking not only for a

destination node, but also for past destination-neighbors.

Because NARD floods only two small regions of the net-

work, one around the source and another in the vicinity of

the destination, it achieves a lower overhead compared

with brute-force flooding. We implemented NARD in

NS2.28 where several scenarios were analyzed with dif-

ferent levels of background traffic and node mobility. From

the results we observed that NARD generates less signaling

overhead compared with brute-force flooding in most

scenarios. A downside feature of NARD is that it requires

some background traffic to work properly. Fortunately, the

simulation results show that even with a low level of traffic

NARD shows good performance. A comparison with

FRESH showed that NARD generates less signaling

packets and this advantage becomes more important as the

source-destination distance increases. We believe NARD

and FRESH can complement each other depending on the

amount of background traffic in the network.
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