
Telecommun Syst (2014) 56:399–416
DOI 10.1007/s11235-013-9852-5

DISAGREE: disagreement-based querying in wireless sensor
networks

Martha Montes-de-Oca · Javier Gomez ·
Miguel Lopez-Guerrero

Published online: 30 August 2013
© Springer Science+Business Media New York 2013

Abstract Traditional data acquisition methods for wireless
sensor networks (WSNs) require all sensor nodes to trans-
mit at least once to the sink node to obtain a full view of
the network. In this paper we present Disagree, a different
data acquisition method to retrieve data in WSNs that works
in the opposite way as compared with traditional methods.
In Disagree, only nodes that do not satisfy an assertion are
required to transmit data back to the sink node in order to
obtain a complete view of the network. We show that this
behavior is the base of an energy-efficient way to gather all
data. An important feature of Disagree is that it saves energy
at the sensor level by exploiting data correlation. Rather than
requesting explicit data readings from all sensor nodes, Dis-
agree estimates the readings from sensor nodes that did not
respond to the assertion. As a result of this policy, Disagree
can obtain a view of the sensing field with different levels of
resolution involving the transmission of only a subset of the
sensor nodes by exploiting spatial data redundancy. We im-
plemented Disagree in NS-2 network simulator and results
indicate Disagree can significantly reduce the percentage of
nodes replying to queries compared with flat and a cluster
head based approaches.
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1 Introduction

A wireless sensor network (WSN) consists of tiny wire-
less devices known as sensor nodes. Each sensor node ac-
quires information about a physical phenomenon, and read-
ings from various sensors are usually transmitted to a main
and remote node named sink node through a multi-hop ad-
hoc network. They are usually sent in response to queries
from the sink node. Commonly, sensor nodes have limited
energy resources, therefore it is necessary to save energy in
order to extend network lifetime.

Energy-efficient data acquisition has been an important
issue since the beginning of WSNs, and many researchers
have approached this problem in various ways [2, 3]. In gen-
eral, data acquisition methods can be classified according to
how the WSN is organized. One of such classifications di-
vides the data acquisition methods into flat, hierarchical and
dominating set categories [12].

In flat networks [1–3], each sensor will individually
transmit its reading to the sink node through a multi-hop
route, even if there is a small difference among neighbor-
ing readings, which is clearly inefficient in terms of the to-
tal number of transmitted packets. Hierarchical [2, 5] ap-
proaches reduce the amount of data sent to the sink node by
organizing the network into clusters. For each cluster there
is a node called cluster head which aggregates individual
sensor readings into a single packet that will be sent to the
sink node. In general, each sensor becomes associated to a
specific cluster head. Hierarchical approaches still require
individual sensors to respond to the query sent by the sink
node, thus using valuable energy at sensor nodes.
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Fig. 1 Approaches to data acquisition in WSN

Dominating set approaches [12] organize the sensor net-
work using a connected dominating set (CDS) to form the
backbone. Nodes that are not part of the dominating set are
adjacent to at least one node that belongs to such a set. In
some solutions based on this scheme, members of the dom-
inating set are cluster heads which aggregate readings from
sensor nodes. Flat, hierarchical and dominating set methods
usually generate as many responses as sensors in the net-
work area are when a full view of the sensing field is needed.
If there is little variability among sensor readings we can in-
fer that there should be a more efficient way to get a full
view of network involving fewer sensor transmissions.

Disagree, like other proposals, attempts to reduce the
amount of data sent to the sink node, however, what is im-
portant about our protocol is that we achieve this goal by
limiting transmissions at the sensor node level. That is, Dis-
agree does not require all sensors to respond to a query sent
from the sink node even if a full view of the network is re-
quested, yet the sink node can estimate readings from silent
nodes within some predefined error margin. Therefore, sen-
sors can save energy thus increasing network lifetime.

Disagree organizes the network using a tree structure and
there are two kind of nodes: Tree nodes are nodes that be-
long to the distribution tree and Sensor nodes which do not
belong to the tree but are associated to Tree nodes. Sensor
nodes receive assertions and transmit their readings only if
they disagree with the assertion. We will show that this is the
key idea of an energy-efficient way to retrieve data in WSNs.
Because in many sensing applications there is spatial corre-
lation of data readings among sensors located nearby, a com-
mon situation in Disagree is that only a few sensor nodes
will have readings too different from the one reported by
the tree node (in Disagree a tree node is similar to a cluster
head). This allows many sensor nodes to remain silent, thus
saving valuable resources such as energy and bandwidth.

Rather than requesting responses from nodes having
readings within a fixed interval as in traditional methods,
Disagree uses a dynamic interval centered at the value of
the reading reported by the corresponding tree node with a
tolerance above and below defined by a parameter named

delta (Δ). Sensors having readings located outside this in-
terval disagree with the tree node’s assertion by responding
to it. The delta value in Disagree can be used to increase or
decrease the resolution of sensed readings at sensor nodes.
Larger values of delta provide low spatial resolution since
more nodes remain silent. On the other hand, smaller deltas
provide higher spatial resolution as more sensors disagree
by transmitting their reading to their associated tree node.

Disagree’s operation leads to varying degrees of accuracy
during the estimation of readings from silent nodes when-
ever delta is set to a value different of 0. However, because
delta is a parameter controlling the accuracy of estimated
readings in the entire network; it is up to the application to
decide which value of delta fits well with its intended pur-
pose/operation. For instance, an application sensing temper-
ature over an airport might tolerate an error of 3–5 degrees,
while an application sensing temperatures inside a reactor
might require estimation errors to be below 1 degree. By
controlling the value of delta, Disagree can also be config-
ured as a multi-resolution data acquisition protocol. For in-
stance, Disagree could initially request a low resolution view
of the network using a large delta value, then a second query
may be propagated in specific regions of the network using
a small delta value to obtain more spatial detail.

Figure 1 illustrates the basic operation of four acquisi-
tion methods after a sink node requests a full view of net-
work. The numbers in Fig. 1 indicate examples of the read-
ings at each node. Figure 1a shows a flat topology where
all nodes send their reading to the sink node individually,
Fig. 1b shows a hierarchical approach where nodes send
their reading to cluster heads, which then send the aggre-
gate data to the sink node. In Fig. 1c, nodes forming a con-
nected dominating set (CDS) are shown as black nodes. Sen-
sor nodes (shown as white nodes) send their readings to their
nearest neighbor in the CDS which aggregates and forwards
data to the sink node. This case is very similar to a hier-
archical approach. Finally, Fig. 1d shows a hierarchical ap-
proach where there are silent nodes that do not transmit their
readings to the sink node but it is possible to estimate read-
ings from silent nodes within an error margin. As we can
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see, Disagree belongs to this last category. As we will show
later, with Disagree it is easier to obtain data with different
spatial resolution and its performance improves as the spa-
tial correlation of readings increases, that is, as deviations
of data readings from the central value reported by the tree
node become smaller, which is a common property of many
physical phenomena. Similarly, the performance of Disagree
increases as more nodes are deployed in the network. We
argue that various WSN applications need spatially dense
sensor deployments in order to achieve satisfactory cover-
age and spatial resolution. However, even in low density sit-
uations Disagree performs well compared with traditional
hierarchical techniques as we will show in the performance
evaluation section.

As we will show later, the performance of Disagree im-
proves as the spatial correlation of the readings increases,
that is, as deviations of data readings from the central value
reported by the tree node become smaller, which is a com-
mon property of many physical phenomena

The rest of the paper is organized as follows. Section 2
reviews some related work in this area. Section 3 details the
operation of Disagree while Sect. 4 describes a model for
predicting the number of silent nodes for a given delta value.
Section 5 describes the implementation of Disagree, exper-
iments and obtained results. Finally, in Sect. 6, we provide
some final remarks.

2 Related work

As we mentioned before, data acquisition methods for
WSNs can be classified into flat, hierarchical and dominat-
ing set categories, according to how the network is orga-
nized.

In flat networks, each sensor plays the same role and is
assumed to be equipped with the same resources as every-
one else. One of the pioneer data acquisition methods re-
ported in the literature using a flat network structure was
Directed Diffusion [19], in which queries are flooded in the
network and sensor nodes reply to such queries through re-
verse paths. The emphasis of directed diffusion was mainly
on how to route collected data back to the sink node, rather
than optimizing energy consumption at sensor nodes. Other
approaches focused mostly on improving the query propa-
gation phase of data acquisition methods. Traditional flood-
ing techniques commonly used to propagate queries require
each node to broadcast a query packet once, generating
many redundant transmissions and consuming valuable en-
ergy resources [30]. In Gossiping [17], nodes do not re-
broadcast every query message they receive, but rather they
do so randomly. In Rumor routing [6], sensors create paths
to events so that a query can follow these paths rather than
flooding the entire network with query packets. This opera-
tion saves energy during the query process, however it needs

energy to create these paths, so the final energy savings will
depend on the specific sensing application and network char-
acteristics.

Hierarchical methods use a node called cluster head,
which collects individual readings from associated sensor
nodes, then aggregates collected information into a single
response that will be sent to the sink node. In general, each
sensor becomes associated to a specific cluster head, and
cluster heads may form multiple levels of hierarchy. Be-
cause only a single response in a region is routed to the
sink node, as opposed to many individual responses, en-
ergy is saved. There are various examples of cluster head
approaches in WSNs. In Low-Energy Adaptive Clustering
Hierarchy (LEACH) [7], cluster heads collect data locally
using TDMA and rotate the cluster head role among sen-
sors in the cluster to avoid energy depletion. In [24] the
authors propose an algorithm called Density and Distance
based Cluster Head Selection (DDCHS) which dynamically
selects as the new cluster head the node being the nearest
to the previous cluster head having the highest number of
neighbors. In [39] the authors propose a Hybrid Energy Ef-
ficient Distributed (HEED) where cluster head selection is
primarily based on the residual energy of each node in order
to balance energy consumption and all nodes are assumed to
be equipped with the same initial energy. In H-HEED [23]
the authors consider the heterogeneity in terms of node en-
ergy while rotating the cluster head role. In [21] the authors
propose an energy-efficient data collection protocol based
on a tree (EEDCP-TB). This method chooses nodes hav-
ing more residual energy as forwarding nodes in order to
balance energy consumption. In [20] the authors propose a
load balancing algorithm to reduce energy consumption for
heterogeneous WSNs. In [15] the authors propose DGLB
which classifies sensor nodes into different layers based on
hop counts between the sink node and sensor nodes. This
algorithm provides a uniform energy consumption among
sensor nodes. A common feature of all of these methods is
that they rotate the cluster head role but they do not exploit
data correlation (spatial or temporal) because all nodes send
their readings to the local cluster head, which then forwards
such readings to the sink node.

Hierarchical methods exploiting temporal correlation in-
clude Threshold sensitive Energy Efficient sensor Network
protocol (TEEN) [28] which is similar to LEACH, except
that the cluster head provides two thresholds (hard and soft).
In case the current sensor reading is greater than the hard
threshold and the difference between the current and previ-
ous readings is greater or equal than the soft threshold, the
sensor node transmits its new reading to the cluster head.
TEEN is oriented to reactive sensing applications and does
not perform well in proactive applications where periodic
reports are needed. Adaptive Periodic Threshold-sensitive
Energy Efficient sensor Network protocol (APTEEN) [29],
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combines TEEN with TDMA functionality to provide bet-
ter performance for both proactive and reactive spatial sens-
ing applications. In [4] the authors propose a protocol called
SHRP whose main goal is to find a route that increases
network lifetime exploiting temporal correlation in sensor
nodes. In this work, each sensor node verifies how much the
latest sensed value has changed with respect to the last value
to decide whether or not to send the new value to the clus-
ter head. At this point it is worth mentioning that we do not
compare Disagree with any of these methods because Dis-
agree exploits spatial correlation.

Hierarchical methods exploiting spatial and temporal
correlation in WSNs generally use a hierarchical approach
in which cluster heads apply compression techniques to
collected data readings in order to reduce the size of the
response. These methods may consider a multi-resolution
scheme in which the sink node may establish the desired
spatial resolution. In general, higher resolution implies
higher energy expenditure as more data need to be sent to
the sink node. In Multi Resolution Compression and Query
framework (MRCQ) [36], the authors use a hierarchical ap-
proach where data reported from a lower layer are com-
pressed by an upper layer node using spatial coding tech-
niques. In this method only low resolution views of the net-
work are reported to the sink node in order to save energy.
However, high resolution information is kept in upper layer
nodes of the hierarchy to allow for occasional high resolu-
tion queries. DIMENSIONS [14] uses wavelets to compress
long-term data traces, and this method can be used to re-
trieve higher or lower resolution views of the network, if
necessary. We emphasize that unlike these methods Dis-
agree does not use compression techniques to reduce the
number of transmitted packets.

Protocols suited to event detection in the network usu-
ally exploit temporal correlation. In [9] the authors propose
a method called Ken to save energy at the sensor level. In
this work sensor nodes use a probabilistic model to predict
the next reading based on previous readings. When the new
reading is different from the expected reading, sensor nodes
proactively send the new reading toward the sink node. In
[34, 35], only members of a representative set of nodes com-
municate their readings to the sink node in order to meet a
distortion constraint. These methods, however, are sensitive
to data variations in time so they require all nodes to peri-
odically send their readings to the cluster head or to the sink
node to update the query tree. Additionally, these methods
provide a single spatial resolution of sensed values in the
network. Opposite to these protocols, Disagree is not sensi-
tive to variations in data correlation in time so the query tree
does not need to be updated. Similarly, Disagree can pro-
vide views of the network with different spatial resolution
depending of the particular application being used.

In the hierarchical—silent nodes category, where Dis-
agree belongs, there are various protocols. SMRDD [8] di-
vides a sensor field into many small regions called grids,
where the grid size corresponds to the desired data resolu-
tion level. In this method there are two kinds of nodes; pixel
points that are nodes similar to cluster heads and home nodes
which are associated to pixel points. Each grid has one pixel
point and one or more home nodes. Queries are sent to pixel
points along paths in a tree composed of the sink node and
all pixel points. SMRDD cannot retrieve or estimate read-
ings from sensors that do not belong to a particular grid size,
thus collecting much less information compared with Dis-
agree. In order to compare SMRDD to Disagree, SMRDD
would need to obtain or estimate readings from all sensors,
this would need a tree involving all sensors, and this is ex-
actly the same as a cluster head approach. In CAG [38], the
authors retrieve data in a WSN using a subset of represen-
tative nodes in the network. CAG operates in two phases
named query and response. During the first phase, a query
is disseminated through the network using a tree composed
of cluster heads and bridge nodes. Based on a cluster head
reading (CR), a node’s reading (MR) and a threshold (τ ), a
node decides to join a cluster only if MR < CR ± CR × τ .
Otherwise, the node declares itself as a new cluster head,
sending a new broadcast query to neighboring nodes with its
own reading. During the response phase, only cluster heads
transmit their readings back to the sink node. In [18, 22]
each node overhears readings from its neighbors in order to
determine the redundancy of its own reading. This method
exploits spatial data correlation to decrease the number of
transmitted data packets, but frequently, all nodes should
transmit control messages in order to determine the redun-
dancy of new readings.

Dominating set approaches use a CDS as backbone of the
network. In [16] the authors propose an algorithm to con-
struct a CDS based on data spatial correlation. This protocol
has an initial phase where all nodes transmit their readings
to their neighbors in order to create the CDS. Afterwards,
each node tests itself if its current reading can be inferred
as a linear combination of readings from neighboring nodes.
If this condition is satisfied the node informs other nodes
that it will not be responding to future queries. During the
second phase only nodes in the CDS send their readings to
the sink node in order to decrease the number of transmitted
packets. This protocol has a maintenance phase in order to
construct a new CDS suited to reading changes. This method
cannot be used to obtain multiresolution because only nodes
in the CDS transmit their readings and only one resolution
is reached. Because this work cannot be used to obtain mul-
tiresolution and needs a periodic maintenance phase where
all nodes transmit, it is not directly comparable with Dis-
agree. Similar situation happens in [11], where the authors
propose to select a few nodes to form a virtual backbone in
order to support routing and monitoring.



DISAGREE: disagreement-based querying in wireless sensor networks 403

As we summarized, most hierarchical and multi-
resolution methods proposed for WSNs exploit data redun-
dancy at the cluster head level, requiring individual sensor
nodes to transmit their readings to their associated cluster
head. The key difference with these techniques is that Dis-
agree exploits spatial data redundancy down to the sensor
level, estimating readings from silent nodes, thus allowing
sensor nodes to avoid costly data transmissions when unnec-
essary.

To assess the relative performance of Disagree, we se-
lected LEACH because it is an example of a hierarchical ap-
proach that includes a cluster-head rotation algorithm and, in
this particular point, is similar to Disagree. We also selected
CAG because this protocol, in a similar way to Disagree, ex-
ploits spatial data redundancy at the sensor level by allowing
some nodes to remain silent and it is able to infer readings
from silent nodes. However, it is worth emphasizing that
CAG periodically forces all sensor nodes to transmit in order
to update its query tree. In this aspect it differs from our pro-
posal. In spite of this difference and to the best of our abili-
ties, we believe that CAG is the closest in operation to Dis-
agree. We did not compare Disagree with more protocols be-
cause we did not find other proposals that share some other
key characteristics with Disagree. The results of comparing
Disagree against LEACH and CAG are presented in Sect. 5.

3 Disagreement-based sensing (Disagree)

Disagree is optimized for proactive [28] sensing applications
which require a full view of the network. The operation of
Disagree consists of three main phases namely expansion,
disagreement and contraction. There is also an initial phase
that occurs only once at the beginning of the operation of
Disagree when the backbone is constructed using a mini-
mum spanning tree algorithm [10]. In order to avoid the pre-
mature death of some tree nodes, a fourth phase rotates the
tree role among nodes balancing energy consumption in the
network. These phases are detailed below.

3.1 Tree creation

Disagree organizes the network using a tree structure [10]
as in a hierarchical approach. Within this structure, there are
two kinds of nodes: Tree nodes (T N ) are nodes that belong
to the distribution tree, with the special case of T N0 which
is the root of the tree or Sink node, and Sensor nodes (SN ),
which do not belong to the tree.

In order to construct the tree structure, Disagree uses
Prim’s minimum spanning tree (MST) algorithm [10]. This
algorithm considers the maximum distance between neigh-
bor nodes as the minimum weight. The construction of tree
structure is centralized at the sink node knowing the lo-
cation of all nodes. For simplicity, we assume that each

node knows its location (using GPS or any another location
method [33]).

At the beginning of the algorithm, the sink node places
itself as the root of the tree. For each step, the algorithm
adds to the tree a new node having the maximum distance
considering the distances from nodes in the tree and their
neighbors. This procedure continues until all nodes are in-
cluded in the tree.

Once the MST is created, the sink node determines if a
node is T N or SN considering that T Ns may or may not
have SNs associated to them, but every SN must be asso-
ciated to a unique T N . Finally, the sink node sends to each
node a packet to indicate if the node is a T N or a SN , which
T N is its parent node and which SNs are its children nodes.

It is important to mention that other protocols such as
CAG [38] select tree nodes based on readings. However,
a problem with this approach is that whenever the phe-
nomenon being monitored changes over time it makes nec-
essary to update the query tree periodically. Updating the
query tree is a costly process generating additional signaling
packets and their associated energy consumption. In Dis-
agree, on the other hand, we used distances to select tree
nodes precisely to avoid updating the query tree every time
nodes sensed a different reading.

3.2 Expansion

After a minimum tree is set up, the sink broadcasts an
assertion packet along the tree to cover the entire net-
work. This assertion packet has the following structure:
Assertion(METRIC,READING,Δ), where METRIC is
the metric being monitored (temperature, humidity, etc.),
READING is the reading of the T N forwarding the as-
sertion, and Δ is used to establish a range. Upon re-
ceiving an assertion packet, a T N updates this packet
with its own reading before forwarding it. SNs receiv-
ing an assertion packet do not retransmit it. For example,
Assertion(temp,28,3) (represented as A(temp,28,3) for
short) in Fig. 2 means that a T N claims that all its associated
SNs have a temperature reading inside the range [28 ± 3].
Before retransmitting an assertion, every T N updates the
assertion with its own reading of the variable being moni-
tored, see Fig. 2. In this figure we can observe that each T N

updates its own assertion with its reading before retransmit
it. For instance T NA sends Assertion(temp,30,3) after
receiving Assertion(temp,28,3) from the sink node.

3.3 Disagreement phase

This phase is the most important part of Disagree. To explain
the rules governing the decisions taken by SNs after they
hear an assertion, we refer to Fig. 3. As we explained be-
fore, only sensors having readings outside the reported range
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Fig. 2 Tree creation and expansion phases

Fig. 3 Disagreement phase

[temp ± 3] in the example depicted in Fig. 3 must disagree
transmitting their reading to their associated T N . In Fig. 3
T Ns and SNs are denoted with letters and the readings of
each SN are indicated with numbers.

In the example of Fig. 3 only sensors SNE , SNI and
SNQ transmit their readings to their associated T N using
unicast packets (dashed line). All others SNs (marked with
an x in the figure) remained silent. Even though some sen-
sors did not reply to their associated T N , it is easy for a

T N to infer that readings from silent nodes are somewhere
within the range [temp ± 3].

For cases where data deviations from the reading reported
by a T N are small, it is expected that only a few SNs will
disagree with the assertion, thus permitting the majority of
sensor nodes to remain silent. On the other hand, if data de-
viations around the reading reported by a T N are large, or
the delta value is small, almost all associated SNs will dis-
agree with the assertion forcing them to reply.

Since the operation of Disagree may cause some sen-
sors to remain silent, it is necessary to distinguish nor-
mal silent nodes from nodes that no longer have energy
at their disposal. In order to achieve this, we recommend
that each sensor node to periodically send a hello packet
to its associated tree node. Once a T N detects that a node
is no longer alive, it sends a notification back to the sink
node.

3.4 Contraction

During the contraction phase, collected information at T Ns

is transmitted back to the sink node, see Fig. 4. This phase
is initiated by T Ns located in the boundary of the sensor
network after they finish collecting disagreements from as-
sociated SNs. T Ns can discover that they are located at
the boundary of the network if no other T N is associated
with them. Because data aggregation is not the key con-
tribution of Disagree, in this paper we did not consider an
aggregation/compression method to reduce the size of col-
lected data at T Ns. However, if necessary, some methods
exploiting spatial and temporal redundancy techniques [13,
25–27, 31, 32, 37] can be used without affecting the ba-
sic behavior of Disagree. In our implementation, T Ns ag-
gregate collected data simply by concatenating the ID and
reading of disagreeing SNs, adding its own ID and read-
ing into a single packet that is sent towards the sink node.
In order to keep to a minimum the number of transmitted
packets in this phase, when a T N has two or more upstream
T Ns associated to it, the T N waits until it hears from each
and every upstream T N , see Fig. 4. Once the information
is concatenated in a tree node, it is routed back to the sink
node.

Upon collecting all data from T Ns, the sink node can re-
construct a full view of the network as depicted in Fig. 5.
In this figure, we show an example in which the sink node
collects data from T NA, T NB , T NC , and T ND . With this
information the sink node can reconstruct a full view of the
sensor network. As we can see in this example, only SNE ,
SNI and SNQ disagreed sending their readings to their as-
sociated T N . For all other nodes in the network, the sink
node only has an estimated value of their readings.

Disagree operation is shown in Algorithm 1. The com-
putational complexity of the proposed algorithm is O(2N).
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Fig. 4 Contraction phase

Fig. 5 Reconstructing a full view of the network

The complexity of Primś algorithm to create the initial tree
is O(E logN), where E is the number of edges and N is the
number of nodes.

3.5 Tree rotation

In the operation of Disagree, tree nodes are likely to trans-
mit more often than sensor nodes, thus consuming more en-

Algorithm 1 Disagree(N,T N,SN,S)
/*N: all nodes*/
/*TN: nodes in tree*/
/*SN: nodes not in tree*/
/*S: sink node*/

1: S broadcasts an assertion packet (pkta)
2: for i = 1 → N do
3: if Ni ∈ T N then
4: Receives pkta from its father T Ni

5: f athervalue = value

6: Updates pkta with its own reading (valueNi
, δ)

7: Broadcasts pkta
8: else
9: Receives pkta from its father T Ni

10: end if
11: end for
12: for i = 1 → N do
13: if Ni ∈ SN then
14: value=sensing the phenomenon
15: if value > f athervalue + δ or value <

f athervalue − delta then
16: Transmits its value to its f atherT Ni

17: else
18: Do not transmit its value

19: end if
20: else {Ni ∈ T N}
21: if T Nihaschild(s) then
22: Waits certain time for readings
23: Transmits all received readings to sink
24: else {Nihasasachildanode ∈ T N}
25: Waits until receives reading from its T Ni child
26: Transmits all received readings to sink
27: end if
28: end if
29: end for

ergy. Tree node activities include forwarding assertions, col-
lecting and aggregating disagreements from associated sen-
sor nodes during the disagreement phase, and forwarding
of collected data packets from other tree nodes to the sink
node during the contraction phase. The premature death of
a tree node can be avoided by some methods such as equip-
ping tree nodes with larger batteries, or periodic rotation of
the tree node role among nodes in the network. In our im-
plementation we decided to implement a tree rotation algo-
rithm (see Algorithm 2). The rotation algorithm is applied
at periodic intervals that we call epochs. All nodes keep
a counter of how many epochs have served as tree node.
The sink node starts the rotation process by flooding a small
control packet called rotatetree. Before retransmitting the
rotatetree packet, each node updates this packet with its
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own ID and epoch counter, and keeps a record of all IDs and
epoch counters (cT N) overheard from neighboring nodes
associated to the same T N . Each node selects the neigh-
bor having the minimum epoch counter as its new tree node.
In case two or more nodes have the same minimum epoch
counter, a node selects one of them randomly. Finally, a node
sends a unicast packet to the selected tree node to establish
the association.

Figure 6 illustrates the rotation algorithm. Figure 6a
shows a tree from epoch 1, while Fig. 6b shows the resulting
tree after applying the rotation algorithm.

Another important issue in Disagree is how to set the
value of Δ. This decision depends on the needed resolu-
tion and allowed error tolerance of each particular applica-

Algorithm 2 Tree rotation(N,T N,SN,N, epoch, level)
/*N: all nodes*/
/*TN: nodes in tree*/
/*SN: nodes are not in tree*/
/*S: sink node*/
/*epoch: number of rounds*/
/*level: number of levels in tree*/

1: for i = 1 → epoch do
2: for j = 1 → level do
3: S broadcasts rotatetree(ID, cT N)

4: Each node receives rotatetree and saves the infor-
mation

5: Each node updates this packet with its own
(ID, cT N) and broadcasts it

6: Each SN should associate with the T N that has a
minimum cT N

7: end for
8: end for

tion. Finally, Disagree is a protocol initially thought to ex-
ploit spatial data correlation, however, this protocol could be
adapted to take advantage of temporal correlation also.

4 Exploiting data redundancy in Disagree

In this section we explain in more detail how Disagree is
able to exploit spatial redundancy in WSNs. We also de-
scribe a simple method that can be used to compute whether
or not a sensor node will disagree to an assertion; and we
will discuss how this method can also be used to compute
energy savings for our protocol when compared to a tradi-
tional cluster-head approach.

Let us consider a scenario as the one depicted in
Fig. 7 top, where a static sensor network monitors a cer-
tain variable. In this figure the surface represents the value
of the metric being monitored at each point in the network.

As an example let us focus on T N3 which, after receiving
an assertion and updating the READING field with its own
reading, broadcasts such assertion as Assertion(METRIC,

READINGT N3,Δ). Now let the curve Reading(x, y) = Z0

represents a level curve of the surface having the same
height Z0.

We are interested in the following two level curves for
T N3

f (x, y) = READINGT N3 + Δ (1)

f (x, y) = READINGT N3 − Δ (2)

These two equations correspond to level curves of
Reading(x, y) having heights of READINGT N3 + Δ and
READINGT N3 − Δ, respectively (see Fig. 7 top). Again,
only associated nodes outside the range READINGT N3 ± Δ

Fig. 6 Tree rotation. (a) Shows
a tree from epoch 1 and
(b) shows the resulting tree after
applying the rotation algorithm
for epoch 2
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Fig. 7 (Top) A sensor network
on a sensing field. The surface
represents the values of the
metric in the network where two
level curves are indicated
(f (x, y) = ZT N3 + Δ and
f (x, y) = ZT N3 − Δ). (Bottom)
We focus on the T N3 and zoom
around it to observe how the two
level curves establish the
non-gray and gray areas around
T N3

Fig. 8 Disagreeing areas (gray) for (a) Δ = 1, (b) Δ = 5, and (c) Δ = 10

should respond to the assertion while all other associated
sensors should remain silent. This situation is illustrated
in Fig. 7 bottom, where only associated SNs located in-
side the gray area (AT N3

reply ), enclosed by the coverage range
of T N3 and the two level curves, should respond to the
query. Nodes located in non-gray areas (AT N3

silent ) should

remain silent. From the figure we observe that A
T N3
silent =

A
T N3
coverage − A

T N3
reply , where A

T N3
coverage = πR2 is the area cov-

ered by the transmission range of T N3 with a radius of R

meters. Similarly, assuming uniform density of nodes, the
probability that a SN associated to T N3 remains silent after
it receives an assertion can be approximated as

Probabilitysilent ≈ A
T N3
silent

A
T N3
coverage

(3)

Figures 8a–c illustrate the coverage areas of a network
having 9 T Ns (including the sink node), each T N is respon-
sible for managing a number of SNs. Figures 8a, 8b and 8c
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show the resulting gray areas associated to each T N for a
delta value of 1, 5 and 10 units, respectively. Again only
nodes located in gray areas should disagree with the asser-
tion while nodes located in non-gray areas remain silent. As
we can observe in the figures, gray areas become larger as
the delta value decreases in this example, which is expected
since smaller delta values reduce the area in which SNs re-
main silent.

Now let A
T Ni

reply be the associated gray area observed by
T Ni . Let m + 1 be the number of T Ns in the network, in-
cluding T N0, and let us recall that each SN is associated
to a T N , then the percentage of SNs in the network that
remain silent during a query can be approximated as

Percentagesilent ≈ 1

m + 1

m∑

i=0

A
T Ni

silent

A
T Ni
coverage

× 100 (4)

In Fig. 9 we show this percentage for various values
of delta. In this figure we consider a sensor network with

Fig. 9 Percentage of silent and transmitting nodes

50 nodes, transmission range was 10 meters and data read-
ings among neighboring nodes were highly correlated. As
we can observe, even for a delta value of 1, 18 % of the
nodes remained silent in this example, while 92 % remained
silent for a delta value of 10 units. If we now recall that in
the traditional cluster head approach 100 % of the sensors
are required to transmit, we can foresee the potential of Dis-
agree in terms of energy savings.

5 Implementation, simulations, experiments and results

We implemented Disagree in NS2.29. For phase 1 we im-
plemented the minimum tree utilized to propagate queries
in the network layer according to Prim’s minimum spanning
tree algorithm [10].

For the experiments we created various sensing profiles
with different characteristics in order to study the perfor-
mance of Disagree. We selected three different sensing pro-
files (named mosaic, Gaussian, and random), that exhibit
different spatial data redundancy characteristics. We use a
gray scale to graphically represent data readings from 0 to
100 units (see Fig. 10 top), and the sink node was always
located in the center or the network.

Mosaic This sensing profile consists of a fixed grid with
one hundred squares (10 m by 10 m) that covered the en-
tire sensor network. A fixed interval of ten-unit values was
assigned randomly to each square. For instance, if a square
was given the interval 70–80 units, a sensor node located
within this square obtained its reading by picking a value
randomly within the 70–80 unit interval. See Fig. 10a.

Gaussian For creating this profile we used a Gaussian-like
equation as shown by (5) and illustrated in Fig. 10b. A sen-
sor node located at position (x, y) needs only to input its

Fig. 10 Data readings scale. (a) Mosaic, (b) Gaussian and (c) Random field
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Table 1 Equivalences between Δ(Disagree) and τ (CAG)

Reading = 20 Reading = 50 Reading = 80

Δ(Disagree) τ (CAG) Δ(Disagree) τ (CAG) Δ(Disagree) τ (CAG)

0 0 % 0 0 % 0 0 %

1 10 % 1 1 % 1 1 %

10 50 % 10 20 % 10 20 %

20 – 20 40 % 20 30 %

100 – 100 – 100 –

coordinates in Eq. (5) to obtain its reading.

Reading(x, y) = 100e(−(x−50)2−(y−50)2)∗.0002 (5)

We use this function only as an example of a sensing profile
where there are smooth variations of data readings among
neighboring nodes.

Random In this sensing profile, each sensor node picks a
value randomly between 0 and 100 units independently of
other sensors, see Fig. 10c. In this scenario data readings
among neighboring nodes are highly uncorrelated and vari-
ations of data readings among neighboring nodes can be
large.

5.1 Computer simulations

For the simulations we created various topologies with dif-
ferent characteristics, such as node density, radio propaga-
tion range, data redundancy and delta values. We considered
50, 100, 150, 200, 300, 400 and 500 nodes, the radio range
was 10 and 20 meters and we considered delta values of 0,
10, 20, and 100 units. We compared our results with LEACH
[7] requiring a full view of the network where all SNs are
required to transmit their readings to their associated T N .
For LEACH we used the same tree used by Disagree. Addi-
tionally, we compared Disagree with CAG [38] using thresh-
old values of 20 %, 10 % and 0 %. For the three protocols,
each cluster head waits until it hears from each and every
upstream cluster head before transmitting all collected data
back to the sink node. Additionally, for each event the sink
node requested a full view of the network and we rotated
cluster heads every 10 events.

For each simulation we counted the number of transmit-
ted packets, number of silent nodes, and estimation errors
during all phases of the three protocols being compared.
While the concept of delta in Disagree is similar to the con-
cept of error threshold in CAG, they are not directly equiv-
alent (Table 1 shows some equivalences between delta and
error thresholds for various readings).

Figures 11a, 11b and 11c show the number of transmit-
ted packets for Gaussian, random and mosaic scenarios con-
sidering all phases of the three protocols. Considering the

performance of Disagree, we can observe that the number
of transmitted packets increases as the number of nodes also
increases for any delta value. This happens because having
more nodes in the network leads to a bigger, and potentially
more disagreements from sensor nodes. In these figures, the
largest number of transmitted packets occurs when delta = 0
units, which is the result of sensor nodes always transmitting
their readings to their associated T Ns. On the other hand,
when the value of delta increases, the number of transmitted
packets decreases as more sensors remain silent. The main
difference among these three figures is that for the Gaussian
scenario, curves for delta equal to 100, 20 and 10 units pro-
vided a similar number of transmitted packets, as opposed
to the other two sensing fields where delta values of 20 and
10 units provided an increased number of transmitted pack-
ets. This situation happens because while most sensor nodes
remained silent in the Gaussian scenario for delta = 10, few
sensors disagreed in the mosaic scenario and almost all sen-
sors disagreed in the random scenario for the same value of
delta.

We can observe in these figures that CAG produces a be-
havior similar to Disagree. As we mentioned before, curves
for Disagree and CAG are not directly comparable. How-
ever, in order to facilitate a comparison we indicate with an
arrow (see arrows i, ii and iii in Fig. 11) two curves that
we consider are somewhat equivalent (see Table 1). The re-
sults pointed out by the arrows indicate that CAG produces
more signaling packets than Disagree for the three scenar-
ios including the case when Δ = 0 and τ = 0. This result is
mainly due to the fact that in Disagree there is a larger num-
ber of silent nodes and there is a smaller distribution tree as
compared to CAG.

Finally, for the LEACH protocol the number of transmit-
ted packets falls somewhere between DISAGREE and CAG
curves. As we can see in these figures, Disagree outper-
forms LEACH except for delta = 0, where both protocols
produced similar results. This is mainly the result of hav-
ing silent nodes in Disagree, as opposed to LEACH where
nodes always transmit. To achieve energy savings it is rec-
ommended to use Disagree with Δ > 0. On the other hand,
the LEACH approach outperforms CAG for any τ value,
and this happens because LEACH has a smaller distribution
tree. It is important to mention that in the implementation
of LEACH we used a minimum distribution tree. In case the
distribution tree deviates from the minimum tree, LEACH
will produce more signaling packets than the ones presented
in these figures.

Figures 12a, 12b and 12c show the percentage of silent
nodes for the three sensing fields being considered. As ex-
pected, more sensor nodes remained silent as the value of
delta increases for Disagree, and this percentage does not
change much even if the number of nodes in the network
varies. While these figures exhibit similar trends, the most
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Fig. 11 Transmitted packets:
(a) Gaussian field, (b) Mosaic
field and (c) Random field with
95 % confidence intervals
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Fig. 12 Percentage of silent
nodes: (a) Gaussian field,
(b) Mosaic field and
(c) Random field with 95 %
confidence intervals
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Fig. 13 Estimation error
(units): (a) Gaussian field,
(b) Mosaic field and
(c) Random field with 95 %
confidence intervals
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Fig. 14 Number of tree nodes and sensor nodes

important difference happens again for the Gaussian sce-
nario. As we can see in these figures about 50 % of the nodes
remained silent in the Gaussian scenario for delta values of
10, 20 and 100 units, as opposed to the other two sensing
fields where a delta value of 20 provided 30 % and 20 % of
silent nodes for the mosaic and random scenarios, respec-
tively. For CAG we observe that (see the data values pointed
out by arrows i, ii and iii), there are fewer silent nodes com-
pared with Disagree, which again is the result of CAG hav-
ing a larger distribution tree. Finally, for LEACH we can
observe that the percentage of silent nodes is always 0 % as
all nodes are always required to transmit.

Figures 13a, 13b and 13c show the absolute error. This
estimation error is the absolute difference between the es-
timated and the real readings at each sensor node. As we
can observe, for delta values of up to 10 units, the abso-
lute error is quite low for all three scenarios in Disagree
(within 5 units), and only for a delta equal to 100, the er-
ror jumps above 20 units for the mosaic and random scenar-
ios. The same behavior can be observed in CAG but again
we observe that Disagree achieves lower estimation errors
compared with CAG. In LEACH there is no estimation er-
ror because all nodes transmit their exact readings. Again
the equivalent spatial resolution is indicated with arrows i, ii
and iii.

Summarizing the observed behavior on all these figures
we can see that on one side we have the Gaussian scenario
for which there are few disagreements combined with small
estimation errors, and on the other side we have the ran-
dom scenario for which for any delta value there are lots
of disagreements and higher estimation errors. More impor-
tant, even for the random scenario, Disagree outperforms
LEACH method that requires all sensor nodes to report their
readings to their associated cluster head.

In Disagree the transmission range impacts the behav-
ior of the protocol in two ways. Increasing the transmis-

Fig. 15 Scenario comparison

sion range reduces the number of T Ns in the tree but in-
creases the number of associated SNs per T N . Similarly, a
larger transmission range increases the probability that dis-
tant SNs disagree with an assertion packet as spatial cor-
relation decreases with distance. In Fig. 14 we show how
the transmission range impacts the number of transmitted
packets for Disagree only; we consider values of 10 and 20
meters, respectively. In general for any scenario curves for
R = 20 were below the equivalent curve for R = 10. This
is mainly the result of having a smaller tree for R = 20 (see
Fig. 15), and also because the number of sensor nodes re-
porting to a tree node increased, nodes that can potentially
remain silent for larger delta values.

Finally, Fig. 16 shows the number of times, during a 10
epoch interval, each node was part of the tree in a network
of 200 nodes. We can observe that the majority of nodes
(78 %) were tree nodes 5 times. Some nodes (19 %) were
never tree nodes because these nodes were located in the
boundary of the network. Finally, because we did not rotate
the sink node, this node was always part of the tree. As we
can observe in Fig. 16 the tree node role is homogeneously
distributed among nodes.

5.1.1 Energy consumption

We use the energy consumption model used in [7] for
computing the energy consumption while transmitting and
receiving l bits over d meters between transmitter and re-
ceiver. In this model if a sensor node transmits over a dis-
tance less than d0 the model uses the free space model εf s ,
else it will use the multipath fading model εmp . Thus, to
transmit an l-bit message over a distance d , the radio spends

ET x(l, d) =
{

lEelec + lεf sd
2, d < d0

lEelec + lεmpd4, d ≥ d0

}
(6)
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Fig. 16 Tree node role rotation

Fig. 17 Number of nodes alive

and to receive this message, the radio spends

ERx(l) = ERx−elec(l) = lEelec (7)

For the simulation described in this paper, the commu-
nication energy parameters are set as: Eelec = 50 nJ/bit,
εf s = 10 pJ/bit/m2 and εmp = 0.0013 pJ/bit/m4, similar
to [7].

In order to compare Disagree with CAG and LEACH
in terms of energy efficiency, we simulated the three pro-
tocols during 20000 events and rotated cluster heads every
10 events. Similar to [7] we run simulations until the last
node died. The results are shown in Fig. 17 where we can
see that network lifetime in Disagree is longer compared
with either CAG or LEACH. CAG presents the shortest net-
work lifetime because rotation of the cluster heads necessar-
ily involves changing the topology, which requires all nodes
to forward packets to choose new cluster, bridge and non-
participating nodes.

Fig. 18 Testbed experiment

Table 2 The lifetime of nodes
Node Lifetime (h)

T N0 140

T N1 152

T N2 115

SNA 215

SNB 147

5.2 Testbed experiments

We implemented Disagree in a platform composed of tmote
sky and telosb motes. Figure 18 illustrates the location of
nodes, the resulting tree used during the expansion and con-
traction phases of Disagree, and also the readings at each
node. Readings did not change during the experiments, and
the value of delta was 10. The objective of these experiments
was to compare energy consumption for tree and sensor
nodes using Disagree. The sink node requested full views of
the network every 10 seconds. We focus now on T N1 hav-
ing two associated sensor nodes: SNA never disagreed while
SNB always disagreed. Lifetime of nodes associated to T N1

is shown in Table 2. In this table we can observe that lifetime
of SNA, lasted 30 % more compared with SNB . This result
clearly shows the energy saving potential of Disagree. This
table also shows the lifetime of tree nodes, emphasizing the
need to rotate the tree role periodically to avoid tree nodes
dying early.

6 Conclusions

In this paper we introduce Disagree, a new data acquisition
technique for WSNs that exploits spatial data correlation at
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the sensor level. Rather than asking all sensor nodes to reply
to queries requesting a full view of the network, Disagree re-
quires sensors to reply to the query only if their readings fall
outside a smaller interval centered at the reading reported
by their associated tree node as the query is propagated
in the network. We show that this behavior is the core of
an energy-efficient way to retrieve data in WSNs. Readings
from silent sensor nodes can be easily estimated, and the es-
timation error can be controlled tuning a protocol parameter.
We implemented Disagree in NS2.29 and performed vari-
ous experiments to test its advantages and drawbacks under
various sensing scenarios. Results indicate performance in-
creases (i.e., fewer packets are transmitted) as data reading
variations among neighboring nodes become smaller which
is a common property of many physical phenomena. In the
worst case, Disagree performs in the same way as a tradi-
tional cluster head method where all sensors reply to queries
requesting a full view of the sensing network.
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